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Abstract—Mobile edge computing (MEC) is of particular interest to Internet of Things (IoT), where inexpensive simple devices can get complex tasks offloaded to and processed at powerful infrastructure. Scheduling is challenging due to stochastic task arrivals and wireless channels, congested air interface, and more prominently, prohibitive feedbacks from thousands of devices. In this paper, we generate asymptotically optimal schedules tolerant to out-of-date network knowledge, thereby relieving stringent requirements on feedbacks. A perturbed Lyapunov function is designed to stochastically maximize a network utility balancing throughput and fairness. A knapsack problem is solved per slot for the optimal schedule, provided up-to-date knowledge on the data and energy backlogs of all devices. The knapsack problem is relaxed to accommodate out-of-date network states. Encapsulating the optimal schedule under up-to-date network knowledge, the solution under partial out-of-date knowledge preserves asymptotic optimality, and allows devices to self-nominate for feedback. Corroborated by simulations, our approach is able to dramatically reduce feedbacks at no cost of optimality. The number of devices that need to feed back is reduced to less than 60 out of a total of 5000 IoT devices.
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I. INTRODUCTION

Offloading and executing tasks of wireless terminal at the edge of wireless networks, mobile edge computing (MEC) is able to bridge the gap between the limited capability of individual devices and computationally demanding mobile applications [1], [2]. It provides an effective means to reduce the cost of wireless terminals without compromising functionalities and services. This is of particular interest to the future Internet of Things (IoT), where thousands of inexpensive, computationally incapable devices can be deployed within the coverage of a base station [3].
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Different from cloud computing with dedicated high-speed wired connections, MEC has all devices operate in shared wireless media which feature unpredictable channel changes, and become increasingly congested with the increase of devices [4]. Optimal offloading schedules are obviously important to MEC, but yet to be established due to sophisticated stochasticity and changing availability of resources at the MEC server, random data arrival per device, and fluctuating wireless channels [5]. Myopically optimized schedules which fail to capture the stochasticity would be inefficient over longer time horizons [6]. Optimal schedules have also been hindered by a typical need for explicit knowledge on network states. In the case of IoT, thousands of devices could be required to feed back their states and channels, whenever the states or channels change [7]. This would incur prohibitive overhead, congest the channel, and jeopardize practicality.

Most existing works on MEC has overlooked the stochasticity or assumed predictability, and optimized the offloading schedules deterministically in the presence of full knowledge on network states. In [8]–[10], non-convex optimization problems were myopically formulated and solved in a centralized manner. In [11]–[13], game theoretic approaches or submodular optimization methods were taken to produce myopic schedules per slot in a decentralized fashion. In [14], [15], Markov decision processes (MDP) were formulated to optimize the schedules under the assumption of a priori knowledge on the statistics of stochastic processes, and solved by dynamic programming. However, these statistics are typically unknown in prior, and dynamic programming also suffers from the “curse-of-dimensionality” and offers little scalability.

A few recent works have started to take the stochasticity and unpredictability into the consideration and optimize offloading schedules foresightedly by using stochastic optimization techniques, i.e., Lyapunov optimization [16]–[18]. However, these works encompassed on different network architectures from MEC, e.g., point-to-point link for single device [16] and multi-hop link in wireless sensor networks [17], [18], and their results are inapplicable to MEC with thousands of IoT devices to be offloaded.

This paper generates new asymptotically optimal offloading schedules, which are tolerant to partial out-of-date network knowledge and stochastically maximize a time-average network utility balancing system throughput and fairness. The contribution of this paper is multi-folded: (a) A perturbed Lyapunov technique is proposed to decouple time couplings of offloading schedule, energy intake, and data admission, and convert the stochastic optimization of MEC offloading
schedules to deterministic optimizations over time slots without loss of optimality. An $O(V), O(1/V)$-tradeoff can be achieved between stability and utility, so that the optimality loss of the proposed approach (as compared to the offline optimum) asymptotically diminishes at the cost of increasing queue length; (b) Particularly, the deterministic optimization per slot is meticulously formulated to a linear relaxation of a knapsack problem. The breaking item of the problem, achieving the asymptotical optimality, is identified. Its lower bound in the presence of partial out-of-date information is derived as the threshold. As a result, only the devices meeting the threshold are designed to feed back per slot, hence preserving the asymptotic optimality with reduced feedbacks; (c) Extensive simulations show that our approach is able to substantially improve system utility by 26% and dramatically reduce feedbacks per slot by over 98%. Only less than 60 out of 5000 devices need to feed back per slot. The feedbacks can decline with an increasingly large number of devices, due to the increasingly prominent urgency of some devices.

The rest of this paper is organized as follows. In Section II, the system model is presented. In Section III, we elaborate the proposed stochastic online optimization of offloading schedules, provided up-to-date knowledge on network states at the system model is presented. In Section IV, we extend the approach under out-of-date knowledge and derive the optimality preserving threshold for the self-nomination of devices. Simulation results are shown in Section V, followed by conclusions in Section VI.

II. SYSTEM MODEL

The MEC system that we consider consists of a base station (BS) and $N$ IoT devices, e.g., smart meters for supply monitoring, actuators for industrial automation, and sensors for smart home and healthcare\(^1\). Let $\mathbf{N} = \{1, 2, \ldots, N\}$ collect the indexes for $N$ IoT devices. The system operates in a slotted structure, $t \in T = \{0, 1, \ldots\}$ with slot length $T$. Equipped with energy harvesting capabilities, the IoT devices can be powered by renewable energy. An MEC server is deployed at the BS, and sensory data from the IoT devices can be offloaded through wireless links and processed at the MEC server. In the presence of other uplink traffic to the BS, the number of available subchannels for the IoT devices, denoted by $K(t)$, can vary between time slots. The notations used in this paper are summarized in Table I.

Independent and identical distributed (i.i.d.) flat block fading channels are assumed, i.e., the channels remain unchanged during a time slot and vary between slots [19], [20]. Let $c_i(t)$ denote the channel capacity in the uplink of device $i$ at slot $t$. $c_i^{\min} \leq c_i(t) \leq c_i^{\max}$, where $c_i^{\min}$ and $c_i^{\max}$ are the minimum and maximum capacities of the link, respectively, given finite transmit powers of IoT devices.

Within a subchannel, the transmissions of multiple IoT devices can be accommodated via time-division multiple-access. Consider that an IoT device is inexpensive, simple and narrow-band [3], [7]. It can only access a subchannel at the same time. Let $\tau_i(t)$ denote the transmission duration of device $i$ within slot $t$, i.e.,

$$0 \leq \tau_i(t) \leq T, \forall i \in \mathbf{N},$$

and the maximum amount of data offloaded from device $i$ to the MEC server can be given by $d_i(t) = c_i(t)\tau_i(t)$. In some cases, a device can be assigned with different subchannels at different times during a slot. The narrow-band device can switch between subchannels to offload tasks [3].

We define an offloading schedule $\tau(t) = \{\tau_1(t), \ldots, \tau_N(t)\}$ by collecting the schedules of all IoT devices during slot $t$. The total transmission time of the devices must not exceed the number of available subchannel times slot length, given as

$$\sum_{i \in \mathbf{N}} \tau_i(t) \leq K(t)T. \quad (2)$$

We define $D(t) = \{\tau(t) | 0 \leq \tau_i(t) \leq T, \sum_{i \in \mathbf{N}} \tau_i(t) \leq K(t)T\}$ by collecting all the feasible offloading schedules at time slot $t$.

Let $A_i(t)$ denote the arrival of sensory data at device $i$ at slot $t$. $A_i(t)$ is an i.i.d. random process with the maximum $A_i^{\max}$. Device $i$ may only be able to admit part of the arrived data, denoted by $a_i(t)$, i.e., $0 \leq a_i(t) \leq A_i(t)$, based on the availability of its buffer.

Let $Q_i(t)$ be the backlog of the data queue at device $i$, and it is updated along the time, as given by

$$Q_i(t+1) = Q_i(t) - d_i(t) + a_i(t), \quad (3)$$

where

$$d_i(t) = \min\{Q_i(t), c_i(t)\tau_i(t)\}, \quad (4)$$

and

$$Q_i(t) = Q_i(t-1) - d_i(t) + a_i(t),$$

and

$$d_i(t) = \min\{Q_i(t), c_i(t)\tau_i(t)\}.$$
since the device cannot offload more than what it has. The corresponding energy consumption of the device for offloading the data, $e_i(t)$, can be written as

$$e_i(t) = p_i \tau_i(t),$$

where $p_i$ is the transmit power of device $i$.

The energy harvesting at an IoT device can also be modeled as a stochastic arrival process [16]–[18], [21]. Let $E_H^i(t)$ denote the amount of renewable energy harvested by device $i$ during time slot $t$. Assume that $E_H^i(t)$ is i.i.d. with the maximum $F_{H}^{\text{max}}$. Consider a finite battery at the device. Device $i$ can only store part of the newly harvested energy at each time slot $t$, denoted by $e_i^H(t)$, where $0 \leq e_i^H(t) \leq E_H^i(t)$.

Let $E_i(t)$ denote the battery backlog of device $i$ at slot $t$. It can be updated by

$$E_i(t + 1) = [E_i(t) - e_i(t)] + e_i^H(t),$$

where $e_i(t) \leq E_i(t)$, since the energy used for offloading data must not exceed the energy available in the battery.

Upon the receipt of the task from device $i$ at time slot $t$, i.e., $d_i(t)$ in (4), the MEC server can process the task with $f_i(t) = \xi_i d_i(t)$ CPU cycles or put the task into the queue for later processing, where $\xi_i$ is the number of CPU cycles required per task bit of device $i$ for the task.

Let $C(t)$ be the required CPU cycles to process the task queued at the MEC server. $C(t)$ can be updated by

$$C(t + 1) = \max \{C(t) - F(t), 0\} + \sum_{i\in N} f_i(t),$$

where $F(t)$ specifies the total available CPU cycles at slot $t$.

In the presence of other concurrent services, $F(t)$ is stochastic with the maximum $F^{\text{max}}$. $\sum_{i\in N} f_i(t)$ gives the total of the newly offloaded tasks during slot $t$.

### III. ONLINE OPTIMIZATION OF OFFLOADING IN MEC

Leveraging between throughput and fairness in MEC, the system utility can be defined as

$$\phi(\alpha) = \sum_{i\in N} \log(1 + \pi_i),$$

where $\pi = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[X(t)]$ defines the time-average of any stochastic process $X(t)$, and $\pi = \{\pi_1, \pi_2, \cdots, \pi_N\}$ collects the time-average total of admitted data at all $N$ devices. Particularly, $\phi(\pi)$ is a concave logarithm function that can be used to balance the network throughput and fairness by discouraging individual devices to consume excessive energy for little utility gains [22].

We can formulate $\mathbf{P}$ to maximize the system utility as

$$\mathbf{P} : \max_{\tau(t), e(t), a(t)} \phi(\alpha)$$

subject to

$\mathbf{C1: } \tau(t) \in \mathcal{D}(t), \forall t \in \mathcal{T}$

$\mathbf{C2: } 0 \leq e_i^H(t) \leq E^i_H(t), \forall i \in \mathcal{N}, t \in \mathcal{T}$

$\mathbf{C3: } 0 \leq a_i(t) \leq A^i(t), \forall i \in \mathcal{N}, t \in \mathcal{T}$

$\mathbf{C4: } e_i(t) \leq E_i(t), \forall i \in \mathcal{N}, t \in \mathcal{T}$

$\mathbf{C5: } \mathcal{C}, E_i \text{ and } Q_i < \infty, \forall i \in \mathcal{N},$

where $\tau(t)$, $e^H(t)$ and $a(t)$ are the offloading schedule, energy intake, and data admission to be optimized, respectively. Constraints $\mathbf{C1}$ to $\mathbf{C4}$ are self-explanatory, as discussed.

In Section II. $\mathbf{C5}$ ensures the stability of all the queues. Particularly, if the queue backlogs are upper bounded, the total data admission $\sum_{i\in N} \pi_i$ is equal to the time-average system throughput in the long term [23].

Note that $e_i(t)$, $a_i(t)$, $E^i_H(t)$ and $K(t)$ and computing resources $F(t)$ at the MEC server, are all time-varying with little predictability. An offline optimization of $\mathbf{P}$ would violate causality; whereas a myopic optimization per time slot would compromise the optimality in the long term, due to time coupling of variables in $\mathbf{C1}$ to $\mathbf{C4}$.

### A. Perturbed Lyapunov Optimization

**Lemma 1.** $\mathbf{P}$ can be equivalently reformulated as

$$\mathbf{P1: } \max_{\tau(t), e(t), a(t), \gamma(t)} \frac{\phi(\gamma)}{\gamma}$$

subject to

$\mathbf{C1-C5}$ and $\mathbf{C6: } \pi_i \leq \pi$

$\mathbf{C7: } 0 \leq \gamma_i(t) \leq A^i_{\text{max}}, \forall i \in \mathcal{N}, t \in \mathcal{T},$

where $\gamma(t)$ is the defined auxiliary variables.

**Proof.** See Appendix A. □

By defining a device-specific virtual queue, $\mathbf{C6}$ can be reformed with improved tractability, where the backlog of the virtual queue, denoted by $G_i(t)$, can be updated by the difference of $\gamma_i(t)$ and $a_i(t)$, as given by

$$G_i(t + 1) = \max\{G_i(t) + \gamma_i(t) - a_i(t), 0\}.$$

Clearly, $G_i(t)$ is stable if and only if $\mathbf{C6}$ is satisfied [23]. We can replace $\mathbf{C6}$ with the stability of $G_i(t)$, and $\mathbf{P1}$ can be rewritten as

$$\mathbf{P2: } \max_{\tau(t), e(t), a(t), \gamma(t)} \frac{\phi(\gamma)}{\gamma}$$

subject to

$\mathbf{C1-C5}$ and $\mathbf{C7}$

$\mathbf{C8: } G_i < \infty, \forall i \in \mathcal{N}.$

Stochastic optimization, more specifically, Lyapunov optimization, is able to eliminate time coupling of variables, and enable online decision-makings, while preserving asymptotic optimality [23]. A perturbed Lyapunov function of $\mathbf{P2}$ can be defined as

$$L(t) = \frac{1}{2} \left\{ C(t)^2 + \sum_{i\in N} (Q_i(t)^2 + (E_i(t) - \theta_i)^2 + G_i(t)^2) \right\},$$

where $\theta = \{\theta_i, \forall i \in \mathcal{N}\}$ collects the new perturbing weights (biases) to ensure sufficient energy available in the batteries for optimal schedules durations at any slot. Let $\Theta(t) = \{C(t), Q_i(t), E_i(t), G_i(t), \forall i \in \mathcal{N}\}$ collect all the backlogs at slot $t$. A drift-plus-penalty function can be defined by

$$\Delta_V(t) = \Delta(t) - V \mathbb{E}\left[ \sum_{i\in N} \log(1 + \gamma_i(t)) \Theta(t) \right],$$

where $\Delta(t) \triangleq \mathbb{E}[L(t + 1) - L(t)|\Theta(t)]$ is the conditional Lyapunov drift, i.e., the conditional expectation of the difference of the perturbed Lyapunov function between two consecutive time slots, and $V \geq 0$ is a predefined coefficient to tune the tradeoff between the system utility and queue stability.
Minimizing an upper bound of $\Delta V(t)$ per slot $t$ can prevent unbounded growths of backlogs, while maximizing the time-average conditional expectation of the system utility [23]. The upper bound can be given in the following lemma.

**Lemma 2.** For any queue backlogs and actions, $\Delta V(t)$ is upper bounded by

$$
\Delta V(t) \leq D - V E \left[ \sum_{i \in N} \log(1 + \gamma(t)) \right] + C(t) E \left[ \sum_{i \in N} f_i(t) - F(t) \right] + \sum_{i \in N} Q_i(t) E \left[ a_i(t) - d_i(t) \right] + \sum_{i \in N} \left[ E_i(t) - \theta_i \right] E \left[ e_i^H(t) - e_i(t) \right] + \sum_{i \in N} G_i(t) E \left[ g_i(t) - a_i(t) \right],
$$

where

$$
D = \frac{1}{2} \sum_{i \in N} \{ (p_i T)^2 + (E_i^\text{max})^2 + (e_i^T)^2 + 3(A_i^\text{max})^2 \} + \frac{1}{2} \sum_{i \in N} (e_i^H)^2 + (F^\text{max})^2
$$

**Proof.** See Appendix B.

Exploiting Lemma 2, we reformulate $P2$ to minimize (15), subject to the instantaneous constraints in $P2$, as follows:

**P3:**

$\max \limits_{\tau(t), e_H(t), a(t), \gamma(t)} f(\gamma(t)) + g(\tau(t)) - \eta(e_H(t)) - \mu(a(t))$

s.t. C1-C4 and C7,

where $F(t)$ is suppressed, since it is independent of the variables;

$$
f(\gamma(t)) = \sum_{i \in N} \left[ V \log(1 + \gamma_i(t)) - G_i(t) \gamma_i(t) \right];
$$

$$
g(\tau(t)) = \sum_{i \in N} \left\{ |Q_i(t) - C(t) \xi_i| d_i(t) + [E_i(t) - \theta_i] e_i(t) \right\};
$$

$$
\eta(e_H(t)) = \sum_{i \in N} [E_i(t) - \theta_i] e_i^H(t);
$$

$$
\mu(a(t)) = \sum_{i \in N} [Q_i(t) - G_i(t)] a_i(t).
$$

Let $\gamma^*$ denote the optimal solution for $P3$, and $\phi^\text{opt}$ be the maximum system utility which can only be achieved offline under the assumption of full knowledge across all time slots, i.e., the optimum for $P$. As shown in the following theorem, the optimum for $P3$, $\phi(\gamma^*)$, converges to the optimum for $P$, $\phi^\text{opt}$, as $V$ increases.

**Theorem 1.** The gap between the optimum for $P3$, $\phi(\gamma^*)$, and the optimum for $P$, $\phi^\text{opt}$, is less than $D/V$, i.e.,

$$
\phi^\text{opt} - \phi(\gamma^*) \leq D/V.
$$

**Proof.** See Appendix C.

**Theorem 2.** With $\gamma^*$, the backlogs of all the queues in the system is strictly bounded at each time slot $t$, as given by

$$
Q_i(t) \leq V/\ln 2 + 2A_i^\text{max} e_i^\text{max};
$$

$$
E_i(t) \leq \theta_i + E_i^\text{max};
$$

$$
C(t) \leq \beta + \sum_{i \in N} \xi_i^\text{max} T;
$$

where

$$
\beta = \max_{i \in N} \left\{ \frac{V/\ln 2 + 2A_i^\text{max} e_i^\text{max}}{\xi_i} + \frac{E_i^\text{max} p_i}{e_i^\text{min} \xi_i} \right\}.
$$

**Proof.** See Appendix D.

**Theorem 3.** The weight perturbation parameter $\theta_i$ can be adjusted by

$$
\theta_i = \left[ V/\ln 2 + 2A_i^\text{max} e_i^\text{max} / p_i + p_i T \right.
$$

such that, when a device is scheduled to offload at time slot $t$, there is enough energy in its battery backlog for optimal schedules, i.e., $E_i(t) \geq p_i T$.

**Proof.** See Appendix E.

Theorems 1, 2 and 3 show an $[O(V), O(1/V)]$-tradeoff between the queue lengths (or in other words, the queuing delay according to Little’s theorem [24]) and the optimality loss. Here, the optimality loss is the gap of system utility between the proposed approach and the causality-violating offline optimization of the offloading schedule. That is to say, by fine-tuning $V$, our approach allows the queuing delay to be adjustable at the cost of the optimal system utility.

**B. Optimal Offloading Schedules**

Note that $\tau(t)$, $e_H(t)$, $a(t)$ and $\gamma(t)$ are decoupled in both the objective and constraints in $P3$, and therefore can be optimized separately as follows to achieve $\gamma^*$.

1) **Optimal Auxiliary Parameter:** The subproblem of optimizing auxiliary variables can be written as

$$
\max \limits_{\gamma(t)} f(\gamma(t))
$$

s.t. $0 \leq \gamma_i(t) \leq A_i^\text{max}, \forall i \in N,$

where $\gamma_i(t)$ is decoupled from $\gamma_j(t)$ for any $j \neq i$. Therefore, $\gamma_i(t)$ can be optimized independently by solving

$$
\max \limits_{\gamma_i(t)} V \log(1 + \gamma_i(t)) - G_i(t) \gamma_i(t)
$$

s.t. $0 \leq \gamma_i(t) \leq A_i^\text{max}$

The first-order partial derivation of $f(\gamma(t))$ can be given by

$$
\frac{\partial f}{\partial \gamma_i} = \frac{V}{(1+\gamma_i(t)) \ln 2} - G_i(t).
$$

If $\frac{\partial f}{\partial \gamma_i}|_{\gamma_i(t)=0} \leq 0$, $f(\gamma(t))$ decreases monotonically in the region $\gamma_i(t) \geq 0$ and the optimum $\gamma_i(t)^* = 0$. Otherwise, the optimum is either at the stationary point $\frac{\partial f}{\partial \gamma_i} = 0$, i.e., $\gamma_i(t)^* = \frac{V}{G_i(t) \ln 2} - 1$, or on the boundary, i.e., $\gamma_i(t)^* = A_i^\text{max}$. Therefore,

$$
\gamma_i(t)^* = \begin{cases} 0, & \text{if } V/\ln 2 - G_i(t) \leq 0; \\ \min \left\{ \frac{1}{G_i(t) \ln 2} - 1, A_i^\text{max} \right\}, & \text{otherwise.} \end{cases}
$$

2) **Optimal Energy Intake:** Decoupled from (17), the subproblem of optimizing energy intake can be written as

$$
\min \limits_{e_H(t)} \sum_{i \in N} [E_i(t) - \theta_i] e_i^H(t)
$$

s.t. $0 \leq e_i^H(t) \leq E_i^H(t), \forall i \in N,$

where the optimal solution can be readily given by

$$
e_i^H(t)^* = \begin{cases} 0, & \text{if } E_i(t) \geq \theta_i; \\ E_i^H(t), & \text{otherwise.} \end{cases}
$$

The devices consistently push their battery backlogs towards $\theta$. As shown in Theorem 3, sufficient energy is available in the batteries for optimal schedules by judiciously designing $\theta$. 
3) Optimal Data Admission: The decoupled subproblem of optimizing data admission can be written as

$$\min_{\alpha(t)} \sum_{i \in \mathbb{N}} (Q_i(t) - G_i(t)) \alpha_i(t)$$

subject to

$$0 \leq \alpha_i(t) \leq A_i(t), \forall i \in \mathbb{N},$$

where the optimal admission decision can be given by

$$\alpha_i(t)^* = \begin{cases} 0, & \text{if } Q_i(t) \geq G_i(t); \\ A_i(t), & \text{otherwise.} \end{cases}$$

4) Optimal Offloading Schedule: $\tau(t)$ is optimized to maximize $g(\tau(t))$, while satisfying (1) and (2) at each time slot $t$. From (3) and (4), it is clear that device $i$ should not transmit more data than $Q_i(t)$ at slot $t$, i.e., $\tau_i(t) \leq Q_i(t)/c_i(t)$. Besides, $C4$ requires that the transmission energy cannot exceed the available energy in the battery backlog, i.e., $\tau_i(t) \leq E_i(t)/p_i$. Therefore, (1) can be tightened to

$$0 \leq \tau_i(t) \leq T_i, \forall i \in \mathbb{N},$$

where $T_i = \min\{Q_i(t)/c_i(t), E_i(t)/p_i, T\}$. By rearranging (19), $\tau(t)$ can be optimized by

$$\textbf{P4}: \max_{\tau(t)} \sum_{i \in \mathbb{N}} \alpha_i(t) \tau_i(t)$$

subject to

$$(2) \ \text{and} \ (35),$$

where

$$\alpha_i(t) = [Q_i(t) - C(t)\xi_i]c_i(t) + [E_i(t) - \theta_i]p_i.$$

By interpreting $\alpha_i(t)$ as the unit profit of an “item” $i$ and $K(t)T$ as the capacity of a knapsack, $\textbf{P4}$ becomes the linear relaxation of a knapsack problem. The optimal solution for linear relaxation knapsack can be found by selecting the “item” with higher unit profit to fulfill the knapsack capacity [25].

Without loss of generality, we assume the devices are sorted in the descending order of unit profit, i.e., $\alpha_i(t) \geq \alpha_j(t)$ for $i > j$. The optimal solution is $\tau_i = T_i$ if $\sum_{j=1}^{i} T_j \leq K(t)T$. Define the breaking item to be the first device that is not allocated its full transmission duration specified in (35) [25]. The index of the breaking item $b$ can be identified, as given by

$$b = \arg \min_i \sum_{j=1}^{i} T_j > K(t)T. \ \ (38)$$

As a result, the optimal offloading schedule can be given by

$$\tau_i(t)^* = \begin{cases} T_i, & \text{if } i < b; \\ K(t)T - \sum_{i=1}^{b-1} T_i, & \text{if } i = b; \\ 0, & \text{otherwise.} \end{cases} \ \ (39)$$

which, involving ordering the devices against their unit profits, can be achieved by using the quicksort algorithm with a complexity of $O(N \log N)$ [26].

Note that the optimal solutions in (30), (32) and (34) can be locally computed at individual IoT devices, since the queue backlogs, wireless channels, data arrivals and energy harvesting can be measured at the devices without the coordination of the MEC server. However, (39) requires the knowledge on all the IoT devices, i.e., $c_i(t)$, $Q_k(t)$, $E_k(t)$, and $G_k(t)$ for $k \in \mathbb{N}$. At each time slot $t$, the MEC server needs each IoT device to feed back its link capacity $c_i(t)$ and backlogs $Q_k(t)$, $E_k(t)$ and $G_k(t)$ to evaluate $\tau_i(t)^*$ in (39). We propose

Algorithm 1 Online Optimization of Offloading in MEC

At each device $i$:

1. Acquire $Q_i(t)$, $E_i(t)$, $c_i(t)$, $A_i(t)$ and $E^2_i(t)$.
2. Perform the optimal solutions given by (30), (32) and (34).
3. Feed back $Q_i(t)$, $E_i(t)$ and $c_i(t)$ to the MEC server.
4. Update $G_i(t+1)$ based on (11).
5. Acquire $K(t)$, $F(t)$ and $C(t)$.
6. Collect feedbacks from all the devices and evaluate $\alpha_i(t)$.
7. Schedule the offloading by (39).

IV. OPTIMIZATION OF OFFLOADING SCHEDULES UNDER OUT-OF-DATE BACKLOGS

As discussed, the link capacity and backlogs of each IoT device are needed in the MEC server to evaluate (39) for optimal offloading schedules. Consider practical IoT, however, the number of IoT devices can be hundreds to thousands, while the number of available subchannels can be far less, i.e., $K(t) \ll N$. Getting each device to feedback back could be infeasible due to explosive overhead, and also inefficient since the majority of the feedbacks would not contribute to the optimization of the schedule.

From (39), it is clear that the IoT devices with high unit profits are given priority to offload. Particularly, the optimality of (39) would not be compromised, if the devices with unit profits less than the breaking item, i.e., $\alpha_i(t) < \alpha_b(t)$, do not feed back. To this end, there is an opportunity arising to substantially reduce feedbacks at every slot.

In this section, we generalize the proposed online optimization with up-to-date knowledge on devices’ backlogs at the MEC server, to the scenario where the knowledge is out-of-date at the MEC server from slot to slot. Lyapunov optimization under partial information and out-of-date knowledge is established, which captures the case of practical interest where only part of IoT devices feed back their backlogs. Using this, we derive a threshold for $\alpha_i(t)$, denoted by $\alpha_{\text{th}}(t)$, which enables a small number of devices to self-nominate to feed back, while preserving the asymptotic optimality stated in Theorem 1. Following are the details.

From (37), the MEC server evaluates $\alpha_i(t)$ based on $C(t)$, $c_i(t)$, $Q_i(t)$ and $E_i(t)$, where $C(t)$ is known to the server whereas the other three parameters need device $i$ to feed back. In the absence of up-to-date feedbacks from most devices, we define $\tilde{Q}_i(t)$ and $\tilde{E}_i(t)$ for the data and energy backlogs of device $i$, respectively, to capture the out-of-date knowledge at the MEC server.

The MEC server can update $\tilde{Q}_i(t)$ and $\tilde{E}_i(t)$, as follows. In the case that device $i$ does not feed back at slot $t$, the MEC server keeps the out-of-date backlogs unchanged, i.e., $\tilde{Q}_i(t+1) = Q_i(t)$ and $\tilde{E}_i(t+1) = E_i(t)$. In the case that
device $i$ feeds back at slot $t$, the MEC server refreshes the backlogs up-to-date, as given by
\[
\tilde{Q}_i(t+1) = Q_i(t) - d_i(t) + a_i(t), \\
\tilde{E}_i(t+1) = E_i(t) - e_i(t) + e'_i(t).
\] (40)

From (3) and (6), we can see that these backlogs do not exceed the actual backlogs, i.e., $\tilde{Q}_i(t) \leq Q_i(t)$ and $\tilde{E}_i(t) \leq E_i(t)$ for $i \in \mathcal{N}$ and $t \in \mathbb{T}$. In the absence of feedback from device $i$, the channel capacity of the device can be replaced by the minimum capacity of the link $c_i^{\text{min}}$.

By referring to (37), the MEC server can evaluate the unit profit of device $i$ based on the out-of-date backlogs, as given by
\[
\tilde{\alpha}_i(t) = [\tilde{Q}_i(t) - C(t)\xi]c_i^{\text{min}} + [\tilde{E}_i(t) - \theta_i]p_i.
\] (41)

Clearly, $\tilde{\alpha}_i(t) \leq \alpha_i(t)$, $\forall i \in \mathcal{N}$, $t \in \mathbb{T}$. The unit profit of the breaking item $\alpha_i(t)$ can be achieved by sorting devices in the descending order of $\tilde{\alpha}_i(t)$ and identifying the breaking item based on (38). Algorithm 1 can be slightly modified to accommodate the reduced feedbacks. Specifically, the MEC server broadcasts $\alpha_i(t)$ as the threshold before step 1 based on its out-of-date information. Device $i$ compares the threshold with its unit profit $\alpha_i(t)$, and self-nominates to feed back in step 3, if $\alpha_i(t) \geq \alpha_i(t)$. Algorithm 1 resumes in the rest steps.

**Corollary 1.** The out-of-date knowledge on the backlogs of devices does not compromise the optimality of $P3$.

**Proof.** The optimal $e_i(t)$, $\alpha(t)$ and $\gamma(t)$ for $P3$ are obtained based on the real-time measurement and calculation at each device. We only need to prove the optimality of $\tau(t)$ for $P4$. Since $\alpha_i(t) \leq \alpha_i(t)$ always holds, the optimal set of devices to be selected in (39) to offload, i.e., \([i|\alpha_i(t) \geq \alpha_i(t)]\), is a subset of the devices feeding back their link capacity and up-to-date backlogs, i.e., \([i|\alpha_i(t) \geq \alpha_i(t)]\). This preserves the optimality of $\tau(t)$.

**V. SIMULATION RESULTS**

In this section, we evaluate the proposed optimal offloading schedules of MEC system in Matlab with $T = 1$ sec. Focused on scheduling a large number of devices using partial out-of-date knowledge, we assume that the uploaded tasks can be computed correctly, and the randomness of externalities, such as sensory data, energy arrival and channel conditions, can be parameterized. Particularly, the computational resource $F(t) \sim U[0,3]$ GHz, the arrival of sensory data $A_i(t) \sim U[0,10]$ kbps, the number of available subchannels $K(t) \sim U[0,30]$, where $U[a,b]$ denotes a random uniform distribution within $[a,b]$. We also assume that the arrival of renewable energy $E'_i(t) \sim U[0,20]$ mJ/s, the transmit power $p_i \sim U[10,23]$ dBm, and the average link capacity $c_i \sim U[20,80]$ kbps, where $c_i(t) \sim U[0.5c_i, 2c_i]$. The number of devices $N$ is set to be 500, unless otherwise specified. Every result of the simulations is the average of 5000 independent runs.

For comparison purpose, we also simulate (a) Round Robin (RR) method which gives no priority to any devices; and (b) Proportional Fair (PF) based on the popular weighted fair queueing model, where devices are prioritized and scheduled based on $c_i(t)/\sum_{t=0}^{t-1} d_i(t)$. We note that, in the case of RR, devices are scheduled in a predetermined order and only a subset of devices to be scheduled at the upcoming slot need to feed back their states on channels, battery levels and queue backlogs. In the case of PF, however, each device needs to feedback its priority and states, based on which the MEC server selects the devices to offload. In other words, PF still requires explicit up-to-date knowledge on all the devices.

Fig. 1 plots the throughput of the proposed approach and the corresponding average number of devices that feed back per slot, where $N$ increases from 100 to 5000. We can see in Fig. 1(a) that the throughput of the proposed approach converges as the number of devices gets large, e.g., $N > 1000$. This is due to the limited wireless link capacity and computational resources of the network. Nevertheless, our approach provides higher throughput than RR and PF, by prudently leveraging the data queues and energy battery.

More importantly, we can see in Fig. 1(b) that the number of devices self-nominated to feed back their backlogs and channels is substantially reduced in the proposed approach based on partial and out-of-date information. Particularly, the number of self-nominating devices is about twice the number of devices to be optimally scheduled. It is interesting to see in Fig. 1(b) that there is a surge of throughput around $N = 200$, after which the number of self-nominating devices declines with the increasing number of devices. The reason is that the total data arrival of all devices is low and likely to be instantly offloaded in the case of $N < 200$. In contrast, the total data arrival is so high in the case of $N > 200$, and the data queues build up at the devices. At every slot, the urgency of a small number of devices for offloading tasks becomes increasingly prominent, leading to a growth of $\alpha_i(t)$ and subsequent decrease of self-nominating devices.

Fig. 2 plots the system throughput and fairness of the proposed approach, as $V$ increases [27]. Here, $V \in [0,40]$ is displayed to provide a reasonable dynamic range to show the impact of $V$ on both the queue length and throughput. We can see that both the throughput and Jain’s index increase rapidly with $V$ when $V \leq 5$, and then slow down increasing and start to stabilize when $V \geq 30$. As revealed in Theorem 1, the reason for this is that increasing $V$ leads the utility to grow, which leverages both the throughput and fairness. For comparison, we also plot the throughput and Jain’s index of RR and PF, both of which are independent of $V$ and therefore
remain unchanged. We can see that the proposed scheme approach is able to outperform RR and PF by 18% in terms of throughput and up to 4.5% in terms of Jain’s index; see V = 40.

Fig. 3 compares the simulation results on the maximum backlogs of the data and energy queues where V increases from 0 to 40. We can see that the maximum backlog of battery tightly fits its upper bound given in (15), while the maximum backlog of data is consistently lower than its upper bound by about 5 kbits. This corroborates the upper bounds and the theorem – Theorem 2. The consistent differences between the backlogs and upper bounds also provide opportunities to predict the value for V and the expected maximum utility by using the upper bounds (15), given the sizes of data buffer and battery at the devices.

Fig. 4 plots the time variation of the average data backlog of the proposed approach in comparison with those of RR and RF along the time. We can see that the average data backlogs are able to quickly stabilize, as the time elapses. Moreover, a small value of V is able to further speed up the stabilization and also reduce the backlog, as compared to a large V value. This finding is consistent with Fig. 3. In Fig. 4, we also see that the average backlogs of both RR and PF continue increasing almost linearly to the time, and have yet to stabilize by the end of the simulation time. The superiority of the proposed approach in terms of system stability is confirmed.

Fig. 5 compares the throughput between the proposed approach, RR and PF, where the data arrival at the devices and the available computing resources at the MEC server are varied separately. We show in Fig. 5(a) that the throughput of the proposed approach increases with the growth of data arrival. Particularly, the throughput grows quickly and then starts to stabilize when \( A_{i}^{\text{max}} \geq 5 \) kbps. This is because the data arrival of \( A_{i}^{\text{max}} = 5 \) kbps starts to congest the network, and to saturate the offloading throughput. RR and PF also experience the congestion of the network and the saturation of the offloading throughput. However, the saturated throughput of RR and PF is much lower than that of the proposed approach. We can also see the network congestion and throughput saturation in Fig. 5(b), where the computing resources are increasingly available at the MEC server and the offloading throughput is restrained by the wireless link capacity of the network.

**VI. CONCLUSION**

In this paper, Lyapunov optimization techniques were taken to generate asymptotically optimal offloading schedules for MEC under partial network knowledge. Particularly, we decomposed the Lyapunov optimization problem into a knapsack problem which can be solved for asymptotically optimal schedules, given up-to-date network knowledge. We proceeded to evaluate the solution for the knapsack problem under out-of-date knowledge, and prove that the solution, encapsulating the asymptotically optimal schedules, preserves the asymptotic optimality. It can be used for devices to self-nominate for feedback and facilitate scheduling. Simulations show that the proposed approach is able to reduce feedbacks by over 98% without compromising the asymptotic optimality, e.g., only require 60 out of 5000 devices to feed back per slot.

**APPENDIX A**

Given that \( C1 \) to \( C5 \) are part of \( P1 \). We only need to prove that the maximum for \( P1 \) is no less than that for \( P \) in the
presence of $C6$ and $C7$. Let $\phi(\gamma)$ denote the maximum utility of $P1$, where $\phi$ is the corresponding time-average data admission. Since $\phi(x)$ is a monotonically increasing function, $C6$ guarantees that $\phi(\alpha t) \geq \phi(\tau')$. Using Jensen’s inequality [28], we have $\phi(\gamma) \geq \phi(\gamma)$ and, in turn, $\phi(\alpha t) \geq \phi(\gamma)$. Let $\phi^{opt}$ denote the solution for $P$, where $\phi^{opt}(t)$ is the corresponding data admission at slot $t$. Clearly, under $C6$ and $C7$ in $P1$, performing the strategy $\gamma(t) = \phi^{opt}(t)$ for all time slots $t$, achieves $\phi(\gamma) = \phi^{opt}$. As a result, $\phi(\alpha t) \geq \phi^{opt}$, i.e., $P1$ is equivalent to $P$.

APPENDIX B

Taking squares on both sides of (3), (7), (6) and (11), and then exploiting $\max[a - b, 0] + c^2 \leq a^2 + b^2 + c^2 + 2a(c - b)$ for any $a, b, c \geq 0$, we have:

$$Q_i(t_1 + 1) - Q_i(t_1) \leq a_t(t) + d_t(t) + 2Q_i(t_1) - d_i(t).$$  \hspace{1cm} (42)

$$C(t_1 + 1) - C(t_1) \leq \sum_{k \in \mathbb{N}} f_k(t) + F(t)^2 + 2C(t_1) \sum_{k \in \mathbb{N}} f_k(t) - F(t).$$  \hspace{1cm} (43)

$$E_i(t_1 + 1) - E_i(t_1) \leq e_i(t_1)^2 + e_i(t_1)^2 + 2E_i(t_1) - \theta_i |e_i(t_1) - e_i(t_1)|.$$  \hspace{1cm} (44)

$$G_i(t_1 + 1) - G_i(t_1) \leq a_t(t)^2 + \gamma_i(t)^2 + 2G_i(t_1) - a_i(t_1).$$  \hspace{1cm} (45)

Plugging (42)-(45) into (14) yields the upper bound in Lemma 2 with $D$ satisfying

$$D \geq \frac{1}{2} \sum_{i \in \mathbb{N}} \{E[e_i(t_1)^2] + E[e_i^2(t_1)] + E[\gamma_i(t_1)^2] + 2E[a_i(t_1)^2]$$

$$+ E[d_i(t_1)^2] + \frac{1}{2} E[\sum_{i \in \mathbb{N}} f_i(t_1)^2] + E[F(t)^2]) \}.$$  \hspace{1cm} (46)

Then, (16) provides an upper bound for (46) by replacing all the expectations with the maximums in (46).

APPENDIX C

Let $\pi$ denote any feasible control strategy for $P$. The minimum upper bound of $\Delta V(t)$ in (15) can be given by

$$\Delta V(t) \leq D - V \mathbb{E} \left[ \sum_{i \in \mathbb{N}} (1 + \gamma_i(t)) ||\theta(t), \pi|| \right]$$

$$+ C(t) \mathbb{E} \left[ \sum_{i \in \mathbb{N}} f_i(t) - F(t) ||\theta(t), \pi|| \right]$$

$$+ \sum_{i \in \mathbb{N}} Q_i(t) \mathbb{E} [a_i(t) - d_i(t) ||\theta(t), \pi||]$$

$$+ \sum_{i \in \mathbb{N}} E_i(t) - \theta_i |e_i(t) - e_i(t)| ||\theta(t), \pi||$$

$$+ \sum_{i \in \mathbb{N}} G_i(t) ||\gamma_i(t) - a_i(t) || \theta(t), \pi||.$$  \hspace{1cm} (47)

According to [23], for any $\sigma > 0$, there exists at least one randomized stationary control policy $\pi^*$ (i.e., the policy is independent from the backlogs), such that:

$$-\phi(\gamma(t)) \pi^* \leq -\phi^{opt} + \sigma,$$

$$\sum_{i \in \mathbb{N}} f_i(t) - F(t) \pi^* \leq \sigma,$$

$$a_i(t) - d_i(t) \pi^* \leq \sigma,$$

$$e_i(t) - e_i(t) \pi^* \leq \sigma,$$

$$\gamma_i(t) - a_i(t) \pi^* \leq \sigma.$$  \hspace{1cm} (48)

Plugging (48) into (47) and then taking $\sigma \to 0$ yields

$$\Delta V(t) \leq D - V \phi^{opt}.$$  \hspace{1cm} (49)

Taking expectation on both sides of (49), we obtain

$$\mathbb{E}[L(t + 1) - L(t)] - V \mathbb{E} [\phi(\gamma(t))] \leq D - V \phi^{opt}.$$  \hspace{1cm} (50)

Summing up all the telescoping series of (50) over $\{0, 1, \cdots, T - 1\}$, we can obtain

$$\mathbb{E}[L(T)] - \mathbb{E}[L(0)] - V \sum_{t=0}^{T-1} \mathbb{E} [\phi(\gamma(t))] \leq DT - VT \phi^{opt}.$$  \hspace{1cm} (51)

Consider that all queues are empty initially. Given the fact that $\mathbb{E}[L(T)] \geq 0$ and $L(0) = \sum_{i \in \mathbb{N}} \theta_{i}^2$, we have

$$\frac{1}{T} \lim_{T \to \infty} \sum_{t=0}^{T-1} \mathbb{E} [\phi(\gamma(t))] \geq \phi^{opt} - \frac{D}{T},$$  \hspace{1cm} (52)

i.e., $\phi(\gamma(t)) \geq \phi^{opt} - \frac{D}{T}$. In Lemma 1, we have proved that $\phi^{opt} - \phi(\alpha t) \leq \frac{D}{T}$. Therefore, we obtain $\phi^{opt} - \phi(\alpha t) \leq \frac{D}{T}$. 

APPENDIX D

We prove the upper bound of the auxiliary variable backlogs, i.e., $G_i(t) \leq \frac{V}{\ln 2} + A_{\text{max}}^i$ through mathematical induction. Specifically, the upper bound holds at slot $t = 0$ given the fact that $G_i(t) = 0$, $\forall i \in \mathbb{N}$. Suppose that the upper bound holds at time slot $t$. Then, if $G_i(t) \geq \frac{V}{\ln 2}$, $\gamma_i(t) = 0$ according to (30), and $G_i(t)$ cannot increase at slot $t$, i.e., $G_i(t + 1) \leq G_i(t)$. Otherwise, if $G_i(t) < \frac{V}{\ln 2}$, the difference between $G_i(t)$ and $G_i(t + 1)$ is less than $A_{\text{max}}^i$. As a result, the upper bound also holds at slot $t + 1$. This concludes the proof of the upper bound of $G_i(t)$.

Given the upper bound of $G_i(t)$, we prove (23). Since (23) holds for $t = 0$, we suppose that it holds at slot $t$. From (34), if $Q_i(t) \geq G_i(t)$, device $i$ does not admit new data, and therefore, $Q_i(t + 1) \leq Q_i(t) \leq G_i(t) + A_{\text{max}}^i$. On the other hand, if $Q_i(t) < G_i(t)$, the increased backlog must not exceed $A_{\text{max}}^i$, i.e., $Q_i(t + 1) \leq G_i(t) + A_{\text{max}}^i$. Substituting the upper bound of $G_i(t)$, we have $Q_i(t + 1) \leq \frac{V}{\ln 2} + A_{\text{max}}^i$. In other words, (23) holds at slot $t + 1$. By mathematical induction, (23) is proved.

Next, we proceed to prove (24). Since (24) holds at slot $t = 0$, we suppose that it holts at slot $t$. If $E_i(t) \geq \theta_i$, device $i$ must not harvest energy according to (32), i.e., $E_i(t + 1) \leq E_i(t) \leq \theta_i + E_{\text{H}, \text{max}}^i$. Otherwise, if $E_i(t) < \theta_i$, we have $E_i(t + 1) \leq \theta_i + E_{\text{H}, \text{max}}^i$ due to $e_i^H \leq E_{\text{H}, \text{max}}^i$. In other words, (24) holds at slot $t + 1$. This concludes the proof of (24).

Finally, we prove (25). Since it holds at slot $t = 0$, we suppose that it holds at slot $t$. If $C(t) \geq \beta$, we have $a_i(t) \leq 0$ for any device $i \in \mathbb{N}$, i.e., the MEC server does not schedule any device according to (39), resulting in $C(t + 1) \leq C(t)$. If $C(t) < \beta$, we have $C(t + 1) \leq \beta + \sum_{i \in \mathbb{N}} \xi_i e_{\text{max}}^i T$ by substituting the maximum link capacity. As a result, (25) holds at $t + 1$. This concludes the proof of (25).

APPENDIX E

When $\theta_i$ is adjusted by $\theta_i \leq \frac{V}{\ln 2} + \frac{A_{\text{max}}^i}{\xi_i e_{\text{max}}^i}$. Plugging this into (37), we obtain $a_i(t) < \left[ Q_i(t) - (C(t)e_i^H - \frac{V}{\ln 2} + 2A_{\text{max}}^i) e_i^\text{max} \right]$, i.e., $a_i(t) < 0$ from (23). This proves that a device is not scheduled if $E_i(t) < p_i T$, given $\theta_i$ in (27).
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