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\( \varepsilon \) can be removed by partitioning \( \mathbb{R}^n \) into ever thicker spherical shells and putting in the \( m \)-th shell a chunk of the density \((2^{-n} \prod_{i} b_{i} - \varepsilon_{m}) \) packing of \( B(1, 1, \ldots, 1) \) for some sequence \( \varepsilon_{m} \to 0 \), giving the desired density \( 2^{-n} \prod_{i} b_{i} \).

Note: As usual with Theorem 2, this packing will in general not be a lattice packing, but by the second part of Theorem 2 we can also obtain a lattice packing whose density is at most smaller by a bounded factor, and even a factor \((1 - O(1))\) can be obtained if it can be established as in the proof of Theorem 9 that \( \text{card}(A \cap \text{int} B(\{y^{1/\sigma_{i}}\})) \to \infty \).

9 Open problems

We conclude with three questions suggested by the above work:

i) For any distance function \( f \) we can only improve on Minkowski-Hlawka once \( \sigma \) exceeds some critical value \( \sigma_{0} \). In all cases we have computed, \( \sigma_{0} \geq 2 \), with equality only when \( f \) is equivalent to the Euclidean distance function. Is there any distance function for which \( b > 1 \), giving by our methods essential improvements on Minkowski-Hlawka, for some \( \sigma < 2 \)?

ii) If two or more of the \( \sigma_{i} \) of Section 8 are equal (as happens for the superballs of Sections 2–7), say \( \sigma_{1} = \sigma_{2} = \cdots = \sigma_{j} \), we can replace \( F_{1}, \ldots, F_{j} \) by a single homogeneous function \( F = \sum_{i=1}^{j} F_{i} \) on \( \mathbb{R}^{k} \) with \( k = \sum_{i=1}^{j} k_{i} \). The ratio (37) obtained from this \( F \) is certainly no worse than the product of the \( b_{i} \) of the component \( F_{i} \)'s, as may be seen by using lattices \( \omega_{i}^{k_{i}} \); but conceivably the ratio might be increased by using lattices that are not direct sums of this form. We have not found an example where this occurs, but neither can we prove that the optimal lattice must always be a direct sum.

iii) Let \( g : \mathbb{R}^{k} \to \mathbb{R} \) and \( h : \mathbb{R}^{m} \to \mathbb{R} \) be the distance functions of bodies \( G \) and \( H \) respectively. Consider the Cartesian product body \( G \times H \subseteq \mathbb{R}^{n} \), where \( n = k + m \), with distance function \( \max(g, h) \). It can be lattice packed with density \( \delta_{L}(G)\delta_{L}(H) \) by using the orthogonal sum of closest-packing lattices for \( G \) and \( H \). Are there bodies \( G, H \) for which a denser lattice packing of \( G \times H \) is possible?

Similarly, it is obvious that \( \delta(G \times H) \geq \delta(G)\delta(H) \), where \( \delta \) denotes the maximum density by a packing of translates. Does the strict inequality ever hold?
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where \( V_y \) is the volume of \( B(\{y^{1/\sigma_i}\}) \). Note that \( V_y = y^s V_1 = y^s \text{Vol}(B(1, 1, \ldots, 1)) \) where \( s = \sum_i k_i/\sigma_i \); this yields a formula for \( \text{Vol}(B(1, 1, \ldots, 1)) \) generalizing the second formula of Theorem 3:

\[
\text{Vol}(B(1, 1, \ldots, 1)) = \prod_i \int_{\mathbb{R}^k_i} e^{-F_i(x_i)} \, dx_i = \frac{\prod_i \left( I(1 + k_i/\sigma_i) \text{Vol}(B_k(1)) \right)}{I(1 + \sum_i k_i/\sigma_i)}
\]  

(33)

where \( B_k(1) = \{x_i \in \mathbb{R}^{k_i} : F_i(x_i) \leq 1\} \). Also, if for each \( i \) we take a lattice \( A_i \subset \mathbb{R}^{k_i} \) and let \( U_y \) be the number of points of the lattice \( A = \bigoplus_{i} A_i \subset \mathbb{R}^n \) in \( B(\{y^{1/\sigma_i}\}) \), we have as in Section 5

\[
\prod_i \left( \sum_{x_i \in A_i} e^{-F_i(x_i)} \right) = \int_{y=0}^{\infty} e^{-y} U_y \, dy.
\]  

(34)

We can thus generalize Theorem 4 as follows:

**Theorem 11** i) For all positive real numbers \( y \),

\[
U_y < e^y \prod_i \left( \sum_{x_i \in A_i} e^{-F_i(x_i)} \right).
\]  

(35)

ii) There exists \( y > 0 \) such that

\[
U_y \leq \left( \prod_i \int_{\mathbb{R}^k_i} e^{-F_i(x_i)} \, dx_i \right) V_y.
\]  

(36)

**Proof:** i) Since \( U_y \) is positive and increasing, the right-hand side of (34) is greater than

\[
\int_{t=y}^{\infty} e^{-t} U_t \, dt > U_y \int_{t=y}^{\infty} e^{-t} \, dt = e^{-y} U_y
\]

whence (35) follows.

ii) As in Theorem 3 this is evident upon comparison of the integrals (32) and (34).

We can now mimic the proof of Theorem 6. (We could also use (33) and (35) to generalize Theorem 7, but we would have to worker harder only to obtain the same or slightly worse estimates.) Let \( b_i \) be the supremum over lattices \( A_i \subset \mathbb{R}^{k_i} \) of

\[
\left( \int_{x_i \in \mathbb{R}^{k_i}} e^{-F_i(x_i)} \, dx_i \right) \left( \det(A_i) \sum_{x_i \in A_i} e^{-F_i(x_i)} \right).
\]  

(37)

Note that \( b_i \geq 1 \). Then we have:

**Theorem 12** There exist enough translates of \( B(1, 1, \ldots, 1) \) by vectors of \( \mathbb{R}^n \) to pack \( \mathbb{R}^n \) with density at least \( 2^{-n} \prod_i b_i \).

**Proof:** Let \( A_i \) be arbitrary lattices in \( \mathbb{R}^{k_i} \), and \( A \) their direct sum in \( \mathbb{R}^n \). Apply Theorem 2 to the lattice \( A \) and the body \( B(\{y^{1/\sigma_i}\}) \), and apply a linear transformation to obtain a packing of \( B(1, 1, \ldots, 1) \) of density at least \( 2^{-n} \prod_i b_i - \epsilon \) for \( \epsilon \) arbitrarily small. It is easy to see that this
valid for all \( \mu \in (0, 1) \) and \( a > 0 \) (use contour integration to change the path of integration to the positive imaginary axis, or see the definite integrals #3.761 in [5]); it is easy to check that this completes the induction step in (29) and the proof of the asymptotic formula (27).

ii) Expand \( \exp(-|v|^\sigma) \) in powers of \( \epsilon = \sigma - 2 \), obtaining

\[
e^{-|v|^\sigma} = e^{-v^2} - \epsilon e^{-v^2} v^2 \ln |v| + \epsilon^2 E(v)
\]

where \( E(v) = E_\epsilon(v) \) and its first derivative are both continuous and bounded by (say) \( \exp(-v^2/2) \) for some absolute constant \( \epsilon \) independent of \( v \) and \( \epsilon \), whence the Fourier transform of \( E(v) \) is \( O(v^{-1}) \) for \( |v| > 1 \). (The exponent \( -2 \) can be improved but it suffices for our purposes.) Now the Fourier transform of \( e^{-v^2} \) is well known to be \( \sqrt{\pi} e^{-(\pi u)^2} \); and the Fourier transform of \( e^{-v^2} v^2 \ln |v| \) can be estimated as before: replace \( \epsilon^2 \pi i u v \) by \( \cos(2\pi v) \) and integrate by parts three times to obtain

\[
(1 + O(|w|^{-1})) \left( \frac{2}{(2\pi)^2} \right) \frac{2}{v} \sin(2\pi v)dv = \frac{1 + O(|w|^{-1})}{4\pi^2 |w|^3}
\]

(recall that \( \int_0^\infty \sin(v)dv/dv = (\pi/2) \sgn(w) \), Q.E.D.

Note: When \( \sigma \) is an even integer \( \geq 4 \), \( \sin(m\pi/2) = 0 \) for all integers \( m \), so part (i) of the above result tells us only that the Fourier transform \( g_\sigma(w) \) of \( \exp(-|v|^\sigma) \) decreases faster than any negative power of \( |w| \), which is clear anyway because for such \( \sigma \) the function \( \exp(-|v|^\sigma) \) is an entire function of \( v \). In this case it can be shown by using contour integration and the saddle-point method that \( g_\sigma(w) \) has infinitely many real zeros and that its absolute magnitude decreases approximately as \( \exp(-C|w|^\sigma/(\sigma-1)) \) for a constant \( C = C(\sigma) \) as \( |w| \to \infty \).

8 Generalization to mixed exponents

Our definition of a superball, (6), did not include mixed-exponent bodies such as the one given by the inequality

\[
|x_1|^\sigma_1 + \cdots + |x_{\rho_1}|^\sigma_1 + |x_{\rho_1+1}|^\sigma_2 + \cdots + |x_{\rho_1+\rho_2}|^\sigma_2 \leq 1
\]

(31)

where \( \rho_1 + \rho_2 = n \). But our methods can be easily adapted to give lower bounds on the packing densities of bodies defined by inequalities on sums of homogeneous functions with different exponents. For example, the body (31) can be packed with density at least \( 2^{-n} b_1^{\sigma_1} b_2^{\sigma_2} \) where \( b_i/2 = 2^\sigma_i \) (\( c_\sigma \) as defined in the introduction); this improves on Minkowski-IIawka if either \( \sigma_1 \) or \( \sigma_2 \) exceeds 2. In this section we give the most general such bound readily obtainable by these methods:

Let \( \{k_i\}_{i \in I} \) be a finite collection of positive integers, and \( n = \sum_{i \in I} k_i \) their sum. For each \( i \in I \) let \( \sigma_i \geq 1 \) be some real number and let \( F_i = f_i^{\sigma_i} \) be the \( \sigma_i \)-th power of some distance function \( f_i \) on \( \mathbb{R}^{k_i} \). For any \( r = \{r_i\} \) with each \( r_i > 0 \), define the generalized superball of radius \( r \), \( B(r) \subset \mathbb{R}^n = \oplus_i \mathbb{R}^{k_i} \), to be the body

\[
B(r) = \left\{ (x_i) \in \mathbb{R}^n : \sum_{i \in I} F_i(x_i/r_i) \leq 1 \right\}.
\]

Note that for any \( r \) the generalized superball \( B(r) \) may be obtained from the one of unit radius \( B(1, 1, \ldots, 1) \) by a linear transformation, specifically scaling each coordinate \( x_i \) by the factor \( r_i \). As in Section 4 we have

\[
\prod_i \int_{\mathbb{R}^{k_i}} e^{-F_i(x_i)} dx_i = \int_{0}^{\infty} e^{-y} V_y dy,
\]

(32)

\[\text{22}\]
as \(|w| \to \infty\).

ii) For \(\sigma = 2 + \epsilon\), with \(0 < \epsilon < 1\) and \(|w| > 1\), we have

\[
g_{\sigma}(w) = \sqrt{\pi} e^{-(\pi w)^2} - \left(1 + O(|w|^{-1})\right) \frac{\epsilon}{4\pi^2 |w|^2} + O((\epsilon/w)^2),
\]  

(28)

where the constants implied by the \(O\)-notation are absolute.

It is not crucial that \(\epsilon < 1\) and \(|w| > 1\), only that \(\epsilon\) be positive and bounded, and \(w\) bounded away from 0; changing the bounds on \(\epsilon\) and \(w\) only changes the implicit \(O\)-constants in (28).

Proof of Lemma 10: i) The basic idea is that \(\exp(-|v|^\sigma)\) is smooth for all \(v \neq 0\) so only the singularity at the origin can contribute polynomial terms to the asymptotic behavior of \(g_{\sigma}(w)\) at infinity. We prove by induction that for each \(M = 0, 1, 2, \ldots\)

\[
g_{\sigma}(w) = 2 \sum_{m \sigma < M} \frac{(-1)^m}{m!} \sin \left(\frac{m \pi \sigma}{2}\right) \Gamma(m \sigma + 1)(2\pi |w|)^{-m \sigma - 1}
\]  

+ \((-2\pi iw)^{-M} \int_{v = -\infty}^{\infty} E_M(v) e^{2\pi ivw} dv \)  

(29)

where \(E_M(v)\) is the \(M\)-th derivative of

\[
e^{-|v|^\sigma} - \sum_{m \sigma < M} \frac{(-1)^m}{m!} |v|^{-m \sigma}.
\]

Since \(E_M(v)\) is of bounded variation on \(\mathbb{R}\) and tends to 0 for large \(|v|\), its Fourier transform is \(O(1/|w|)\) for large \(|w|\), so (29) for all \(M\) will yield (27). Now for \(M = 0\) the formula (29) is simply the definition of \(g_{\sigma}(w)\). Having proved (29) for some \(M\), we integrate \(\int_{v = -\infty}^{\infty} E_M(v) e^{2\pi ivw} dv\) by parts, obtaining

\[
\frac{1}{-2\pi iw} \int_{v = -\infty}^{\infty} \left( E_{M+1}(v) 
\right.
\]  

+ \sum_{M \leq m \sigma < M+1} \frac{(-1)^m}{m!} \frac{\Gamma(m \sigma + 1)}{\Gamma(m \sigma - M)} \sgn(v)^M |v|^{m-M-1} \) \(e^{2\pi ivw} dv \),

(30)

(Actually if some \(m \sigma\) exactly equals \(M\) the corresponding term must be treated specially. The coefficient \(\Gamma(m \sigma + 1)/\Gamma(m \sigma - M)\) vanishes due to the pole of the gamma function at the origin, reflecting the vanishing of the \((M+1)\)-st derivative of \(|v|^M\), but if \(M\) is odd the discontinuity of the \(M\)-th derivative at the origin forces us to split the integral \(\int_{-\infty}^{\infty}\) into \(\int_{-\infty}^{0} + \int_{0}^{\infty}\) before integrating by parts, giving rise to an extra term \((i/\pi w)(-1)^{m}/m!M!\) in (30); however for both even and odd \(M\) this still leaves the correct term

\[
2 \frac{(-1)^{m+1}}{m!} \sin \left(\frac{m \pi \sigma}{2}\right) \Gamma(m \sigma + 1)(2\pi |w|)^{-m \sigma - 1}
\]

in the asymptotic expansion of \(g_{\sigma}(w)\). But the sum in (30) can be integrated termwise via the well-known definite integral

\[
\int_{0}^{\infty} x^{m-1} e^{i\pi x} dx = \Gamma(m) e^{i\pi m/2} a^{-m}
\]
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in particular, if $\sigma \leq 2$ we have already seen that $g_\sigma(w) > 0$ for all $w$ (Lemma 5), so the sum always exceeds the integral and $b = 1$. For $\sigma > 2$ it is easy to see that $g_\sigma$ must take negative values for some $w$ by borrowing a trick from analytic number theory: if $g_\epsilon(w)$ were nonnegative we would have

$$3 - 4 \exp(-|v|^2) + \exp(-2|v|^2) = 8 \int_{w=-\infty}^{\infty} g_\sigma(w) \sin^4(\pi w v) dw > 0$$

for all $v$, but this inequality fails for sufficiently small positive $v$ once $\sigma > 2$. While this does not in itself show that $b > 1$, it would follow from Poisson that $b > 1$ if $g_\sigma(w)$ were known to be negative for all $|w|$ sufficiently large, for then the integral could be made to exceed its Riemann sum by taking $t$ sufficiently small. We will obtain below an asymptotic formula for $g_\sigma(w)$ as $|w| \to \infty$ (first part of Lemma 10) that will show that $g_\sigma(w) < 0$ for large $|w|$ provided $\sigma$ lies in an open interval $(4m + 2, 4m + 4)$ for some $m = 0, 1, 2, \ldots$; in particular this will give $b > 1$ for $2 < \sigma < 4$. But for $\sigma$ sufficiently large we can simply take $t = 1$, when as a function of $\sigma$ the Riemann sum $\sum_{k=-\infty}^{\infty} \exp(-|k|^2) \sigma$ decreases to $1 + 2/e$ and $\int_{v=-\infty}^{\infty} \exp(-|v|^2) = 2\Gamma(1 + 1/\sigma)$ increases to $2 > 1 + 2/e$, and in fact numerical computation shows that (say) $\sigma > 3$ is large enough to obtain $\sum_{k=-\infty}^{\infty} \exp(-|k|^2) < \Gamma(1 + 1/\sigma)$. Combining these two estimates we conclude that indeed $b > 1$ for all $\sigma > 2$. It remains to estimate $b$ for $\sigma = 2 + \epsilon$ and $\sigma \to \infty$. For the former we use the second estimate in Lemma 10 below and apply the Poisson inversion theorem to obtain

$$t \left( \sum_{k=-\infty}^{\infty} \exp(-|tk|^2) \right) - 2\Gamma(1 + \frac{1}{2 + \epsilon}) = 2\sqrt{\pi} \left( \sum_{m=1}^{\infty} e^{-\pi m^2 t} \right) - \frac{3\zeta(3) t^3}{2\pi^2} \epsilon + O(\epsilon^2 t^2 + \epsilon^4);$$

(26)

here the constant implied in $O(\epsilon^2 t^2 + \epsilon^4)$ is absolute provided $\epsilon$ is small enough and $t$ is bounded (and $t$ clearly must be bounded, say by $2\Gamma(1 + 1/(2 + \epsilon))$, to be of any use to us). Next note that for fixed $t$ the right-hand side of (26) is positive for $\epsilon$ small enough, so as $\epsilon \to 0$, the optimal $t$ must tend to zero as well. Thus the error $O(\epsilon^4 t^2)$ is negligible and the sum $2\sqrt{\pi} \sum_{m=1}^{\infty} e^{-\pi m^2 t^2}$ is dominated by its first term $2 e^{-\pi t^2}$. It is then clear that the optimal $t$ is $(1 - o(1)) \pi (\ln 1/\epsilon)^{-1/2}$ (note that this decreases very slowly with $\epsilon$ --- indeed computations show that the optimal $t$ exceeds 1 for all $\sigma > 2.011!$); thus (26) is asymptotic to

$$\frac{\pi}{2} \zeta(3) (\ln 1/\epsilon)^{-3/2},$$

and dividing by $2\Gamma(1 + 1/(2 + \epsilon)) = \sqrt{\pi} + O(\epsilon)$ we obtain the estimate (25). Finally, for the behavior of $b$ as $\sigma \to \infty$ (which was established in [17, equation (32)]), use equation (23) with $k = 1$ and $c = 2$.

Thus Theorem 9 is proved modulo the following lemma on the behavior of $g_\sigma(w)$:

**Lemma 10** i) For fixed $\sigma > 0$, the Fourier transform

$$g_\sigma(w) = \int_{v=-\infty}^{\infty} \exp(-|v|^2) e^{2\pi i v w} dv$$

of $\exp(-|v|^2)$ has the asymptotic expansion

$$g_\sigma(w) \sim 2 \sum_{m=0}^{\infty} \frac{(-1)^{m+1}}{m!} \sin \left( \frac{m\pi \sigma}{2} \right) \Gamma(m\sigma + 1)(2\pi |w|)^{-m\sigma-1}$$

(27)
Suppose that $Z^k$ is a closest-packing lattice for $J/2$. Then the bound $\delta_L(G) \geq \delta_L(J)^{n/k+o(n)}$ given by Theorem 8 is essentially the same as one gets by using an orthogonal sum of closest-packing lattices for $J$. This justifies the example given in the introduction, concerning bodies defined by Cartesian products.

A careful justification of the passage to the limit which gave rise to Theorem 8 can be given as follows: Inside the body

$$G_\sigma = \{ x \in \mathbb{R}^n : (f(x_1, \ldots, x_k)^\sigma + \cdots + f(x_{n-k+1}, \ldots, x_n)^\sigma)^{1/\sigma} \leq 1 \}$$

inscribe a ball $\mu G$,

$$G = G_\infty = \{ x \in \mathbb{R}^n : \max \{ f(x_1, \ldots, x_k), \ldots, f(x_{n-k+1}, \ldots, x_n) \} \leq 1 \},$$

with $\mu < 1$ as large as possible. Then apply Construction A to $[n, k, r, p, G_\sigma]$ codes. This gives packings of $\mu G$ whose density is $\delta \text{Vol}(\mu G)/\text{Vol}(G_\sigma)$ where $\delta$ is the density of the associated packing of $G_\sigma$. It is obvious that if $\sigma$ becomes infinite quickly enough, as a function of $n$, then $\text{Vol}(\mu G)/\text{Vol}(G_\sigma) \to 1$ as $n \to \infty$. Thus we obtain packings of $\mu G$ (and so of $G$, since the density is independent of scale) whose asymptotic densities are those of Theorem 8.

7 The case of the classical $l_\sigma$-ball

We assume, since we need convexity, that $\sigma \geq 1$.

**Theorem 9** The $l_\sigma$-ball

$$|x_1|^\sigma + |x_2|^\sigma + \cdots + |x_n|^\sigma \leq 1$$

can be lattice packed with density at least $(b/2)^{n+o(1)}$ as $n \to \infty$, where

$$b = \sup_{r > 0} \frac{\int_{x=-\infty}^{\infty} e^{-|x|^\sigma} dx}{\sum_{k=-\infty}^{\infty} e^{-|k|^\sigma}}. \quad (24)$$

When $1 \leq \sigma \leq 2$, this gives $b = 1$, as in the Minkowski-Hlawka bound. But when $\sigma > 2$, we obtain $b > 1$, an essential improvement. As $\epsilon$ tends to $0+$, $b$ is asymptotically

$$1 + \frac{\sqrt{\pi}}{2} \zeta(3)e(\ln 1/\epsilon)^{-3/2}(1 + o(1)) \quad (25)$$

for $\sigma = 2 + \epsilon$. As $\sigma \to \infty$, $\ln(2/b) \sim (\ln \ln \sigma)/\sigma$.

**Proof:** The first statement is proved by setting $k = 1$ in Theorem 6, and letting $f$ be the one-variable distance function $f(x) = |x|$. For the second, rewrite the ratio in (24) as

$$\left( \int_{x=-\infty}^{\infty} e^{-|x|^\sigma} dx \right) / \left( t \sum_{k=-\infty}^{\infty} e^{-|k|^\sigma} \right),$$

that is, as the ratio between the integral $\int_{-\infty}^{\infty} \exp(-|x|^\sigma)dx$ and a Riemann sum for the integral; in particular as the mesh size $t$ approaches zero the Riemann sum tends to the integral, showing that $b \geq 1$. By the Poisson inversion theorem the difference between the sum and the integral is $2 \sum_{m=1}^{\infty} g_\sigma(m/t)$, where $g_\sigma(w)$ is the Fourier transform

$$g_\sigma(w) = \int_{v=-\infty}^{\infty} \exp(-|v|^\sigma) e^{2\pi i w v} dv;$$
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for small positive $z$. Note that
\[
\lim_{z \to 0^+} \frac{1}{z \ln 1/z} = +\infty.
\]
So if $\sigma$ is large, there is some small $\rho > 0$ such that (18) has $z = \rho$ as its smallest positive root. Let us determine the asymptotic behavior of this $\rho$ as $\sigma \to \infty$. Thus we seek the asymptotic behavior of the smaller solution $\rho$ (there are two solutions as $\sigma \to \infty$ but the larger one is an artifact) of (20) or equivalently the larger solution $x$ of
\[
x e^{-x} = t
\]
as $t \to 0$. Here we have set $x = \ln 1/\rho$ and $t = k/(c\sigma)$. Following the example of de Bruijn [1, p.25] we write (21) as
\[
x = \ln \frac{1}{t} + \ln x.
\]
If $t > 0$ is sufficiently small, then
\[
\ln \frac{1}{t} < x < 2 \ln \frac{1}{t}
\]
and so $\ln x = O(\ln \ln 1/t)$ as $t \to 0$. By (22),
\[
x = \ln \frac{1}{t} + O\left(\ln \ln \frac{1}{t}\right) = \left(1 + \frac{O(\ln \ln 1/t)}{\ln 1/t}\right) \ln \frac{1}{t} = \left(1 + O\left(\frac{\ln \ln 1/t}{\ln 1/t}\right)\right) \ln \frac{1}{t},
\]
So
\[
\ln x = \ln \ln \frac{1}{t} + \ln \left(1 + O\left(\frac{\ln \ln 1/t}{\ln 1/t}\right)\right) = \ln \ln \frac{1}{t} + O\left(\frac{\ln \ln 1/t}{\ln 1/t}\right).
\]
Using this in (22) we get
\[
x = \ln \ln \frac{1}{t} + \ln \frac{1}{t} + O\left(\frac{\ln \ln 1/t}{\ln 1/t}\right),
\]
or, going back to the original variables, we find that the optimal $s$ is
\[
s = \ln \frac{1}{\rho} = \ln (c\sigma/k) + \ln \ln (c\sigma/k) + O\left(\frac{\ln \ln (c\sigma/k)}{\ln (c\sigma/k)}\right)
\]
as $\sigma \to \infty$. We could refine these estimates by successive substitution into (22), but (23) is already more accurate than we need.

Now we can obtain the limiting form of Theorem 7 as $\sigma \to \infty$. From (23) we see that $\rho \to 0$ and so from (19), $\xi(\rho) \to 1$. Clearly $\Gamma(1 + k/\sigma) \to 1$. And again using (23) we find that $(\ln 1/\rho)^{1/\sigma} \to 1$. So $u(z) = h(s, \sigma)$ approaches $\text{Vol}(f \leq 1)^{1/k}$.

The limiting form of Theorem 7 is therefore as follows:

**Theorem 8** Let $f : \mathbb{R}^k \to \mathbb{R}$ be the distance function of a $\mathbb{Z}^k$-admissible body $J$. Suppose that $k$ divides $n$, and that $G$ is the Cartesian product of $n/k$ copies of $J$, that is
\[
G = \{ x \in \mathbb{R}^n : \max(f(x_1, \ldots, x_k), \ldots, f(x_{n-k+1}, \ldots, x_n)) \leq 1 \}.
\]
Then the maximum lattice-packing density $\delta_L$ of $G$ satisfies
\[
\delta_L(G) \geq \gamma^{n+o(n)}
\]
as $n \to \infty$ where
\[
\gamma = \frac{1}{2} \max(1, \sqrt[3]{\text{Vol}(J)}).
\]
If $\text{Vol}(J) > 1$ then this is stronger than the Minkowski-Hlawka bound.
Substituting the estimates (16) and (17) into the density bound (15), we find that
\[
\frac{\ln \delta_L(G)}{n} \geq \ln \left( \frac{1}{2} s^{-1/\sigma} \left( \frac{I(1 + k/\sigma) \text{Vol}(f \leq 1)}{\sum_{x \in \mathbb{Z}^k} e^{-s f(x)^\sigma}} \right)^{1/k} \right) + o(1).
\]
But by (8) from Theorem 3,
\[
s^{-k/\sigma} I(1 + k/\sigma) \text{Vol}(f \leq 1) = s^{-k/\sigma} \int_{x \in \mathbb{R}^k} e^{-s f(x)^\sigma} dx_1 \cdots dx_k = \int_{x \in \mathbb{R}^k} e^{-s f(x)^\sigma} dx_1 \cdots dx_k,
\]
and the proof of Theorem 7 is complete.

Let us now investigate how Theorem 7 behaves in the three limiting cases $s \to \infty$, $s \to 0+$, and $\sigma \to \infty$.

The expression
\[
\left( \int_{x \in \mathbb{R}^k} e^{-s f(x)^\sigma} dx_1 \cdots dx_k \right)^{1/k} \left( \sum_{x \in \mathbb{Z}^k} e^{-s f(x)^\sigma} \right)^{-1/k} = h(s, \sigma),
\]
say, whose supremum is taken, approaches 0 as $s \to \infty$, making the bound weak. But $h$ approaches 1 as $s \to 0+$, so that the bound is of the same asymptotic strength as the Minkowski-Hlawka bound in that case. If there is some positive $s$ which makes $h$ greater than one, then we obtain an essential improvement on the Minkowski-Hlawka bound.

Next we ascertain the limiting form of Theorem 7 as $\sigma \to \infty$. The superball (6) becomes
\[
G = \{ x \in \mathbb{R}^n : \max(f(x_1, \ldots, x_k), \ldots, f(x_{n-k+1}, \ldots, x_n)) \leq 1 \},
\]
a Cartesian product of $k$-dimensional bodies $f \leq 1$.

Let $z = e^{-s}$,
\[
\xi(z) = \sum_{x \in \mathbb{Z}^k} z^{f(x)^\sigma},
\]
and $u(z) = h(s, \sigma)$. Instead of $s \to 0+$, we seek a positive $z < 1$ to optimize the density bound. Setting the logarithmic derivative of $u(z)$ equal to zero, we get
\[
-\sigma = \frac{k \xi(z)}{z \xi'(z) \ln z}.
\] (18)
Let $c$ be the number of points of $\mathbb{Z}^k$ on the surface $f = 1$. Since
\[
\xi(z) = 1 + cz + O(z^2) \to 1
\] (19)
and
\[
\xi'(z) = c + O(z) \to c,
\]
equation (18) behaves like
\[
\frac{c \sigma}{k} = \frac{1}{z \ln 1/z}.
\] (20)
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Theorem 7 Let \( f : \mathbb{R}^k \to \mathbb{R} \) be the distance function of a \( Z^k \)-admissible body \( \{ x : f(x) \leq 1 \} \), and \( \sigma \geq 1 \). The \( n \)-dimensional superball \( G \) given by

\[
f(x_1, \ldots, x_k)^\sigma + \cdots + f(x_{n-k+1}, \ldots, x_n)^\sigma \leq 1, \quad k | n,
\]
can be lattice packed with density at least

\[
\left( \frac{1}{2} \sup_{s > 0} \left( \int_{\mathbb{R}^k} e^{-s f(x)^\sigma} \, dx_1 \cdots dx_k \right) \sum_{x \in \mathbb{Z}^k} e^{-s f(x)^\sigma} \right)^{1/k} \sim n + o(n)
\]

as \( n \to \infty \).

Proof: Our starting point is Theorem 1.

If there is any point of \( \mathbb{Z}^n \) at which two different translates of \( rG \) by vectors of \( p\mathbb{Z}^n \) overlap, then

\[
\text{card} (\mathbb{Z}^n \cap pQ \cap (p\mathbb{Z}^n + rG)) < \text{card} (\mathbb{Z}^n \cap rG),
\]

and if there is no such lattice point, then we instead have equality. In any event, the left-hand side never exceeds the right. Consequently

\[
\delta_L(G) \geq \frac{2^{1-n} n^n \text{Vol}(G)}{(p-1) \text{card} (\mathbb{Z}^n \cap rG)}.
\]

Let \( p \) be the smallest prime greater than \( r \), where

\[
r = \left( \frac{n}{\sigma s} \right)^{1/\sigma},
\]

and \( s \) is a positive constant at our disposal. Then

\[
r < p \leq 2r + 3, \quad 2/(p-1) = e^{o(n)},
\]

and it follows that

\[
\frac{\ln \delta_L(G)}{n} \geq \frac{1}{n} \ln \left( \frac{2^{-n} n^n \text{Vol}(G)}{\text{card} (\mathbb{Z}^n \cap rG)} \right) + o(1)
\]

for large \( n \).

Using (7) of Theorem 3, we get

\[
\text{Vol}(G) = \Gamma(1 + k/\sigma)^{n/k} \Gamma(1 + n/\sigma)^{-1} \text{Vol}(f \leq 1)^{n/k},
\]

in which

\[
\Gamma(1 + n/\sigma) = n^{n/\sigma} (\sigma e)^{-n/\sigma} e^{o(n)} \quad \text{as} \quad n \to \infty
\]

by Stirling’s formula. Hence

\[
\ln \left( r^n \text{Vol}(G) \right) = n \ln \left( \left( \frac{e}{s} \right)^{1/\sigma} \sqrt[k]{\Gamma(1 + k/\sigma) \text{Vol}(f \leq 1)} \right) + o(n).
\]

The first part of Theorem 4 gives

\[
\text{card} (\mathbb{Z}^n \cap rG) \leq e^{n/\sigma} \left( \sum_{x \in \mathbb{Z}^k} e^{-s f(x)^\sigma} \right)^{n/k}.
\]
center of the ball is placed at the point $\left(1/2, \ldots, 1/2\right)$. Combining their method of proof with Lemma 5 we see that this also holds for $L_\sigma$-balls with $0 < \sigma \leq 2$.

When $\sigma > 2$ (but $k = 1$ still), the situation changes. As will be shown later, one can always choose a $c$ so that for $r = cn^{1/\sigma}$ the number of lattice points inside the $L_\sigma$-ball is smaller than the volume by a factor exponential in $n$. However, this is not true for all $c$. It can be shown by the method of [12] that the positions for the center of the $L_\sigma$-ball where the number of lattice points is maximized or minimized (to within factors of $\exp o(n)$) are always of the form $(x, x, \ldots, x)$ for some fixed $x$, but the values of $x$ vary depending on $c$. In many cases the extreme values of $x$ are 0 and 1/2 (but in some cases 0 maximizes the number of lattice points, in other cases it minimizes this number). In other cases different behavior occurs. For example, for $\sigma = 3$, there are at least 2 intervals of values of $c$ for which the value of $x$ that maximizes the number of lattice points inside the $L_\sigma$-ball is neither $x = 0$ nor $x = 1/2$.

6 The packing densities of superballs

Either of the next two theorems supplies a result promised in the abstract. They are related in the same way that Theorems 1 and 2 are related to each other.

**Theorem 6** Let $f : \mathbb{R}^k \to \mathbb{R}$ be the distance function of a body $\{ x : f(x) \leq 1 \}$, and $\sigma \geq 1$. The $n$-dimensional superball given by

$$f(x_1, \ldots, x_k)^\sigma + \cdots + f(x_{n-k+1}, \ldots, x_n)^\sigma \leq 1, \; k|n,$$

can be lattice packed with density at least

$$\left(\frac{1}{2} \sup_A \left( \int_{x \in \mathbb{R}^k} e^{-f(x)^\sigma} \sum_{x \in A} e^{-f(x)^\sigma} \right)^{1/k} \right)^{n+o(1)}$$

as $n \to \infty$. Here the supremum is taken over all lattices $A$ in $\mathbb{R}^k$, and the $o(1)$ correction in the exponent can be removed by allowing nonlattice packings.

**Proof:** We apply the version (14) of the second part of Theorem 4 to an arbitrary lattice $A$ in $\mathbb{R}^k$, setting $s = 1$. (We could use any other $s$, but that would give the same result as taking $s = 1$ and scaling $A$ by a factor $s^{1/\sigma}$.) We obtain some $r$ such that the number $M_n(r)$ of points of $A^n/k$ contained in the $n$-dimensional superball of radius $r$ is bounded by $M_n(r) \leq A \cdot V_r$, where again $A$ is given by (14) and $V_r = r^n V_1$ is the volume of that superball. By Theorem 2 it follows that disjoint translates of that superball (and thus also of the radius-1 superball) pack $\mathbb{R}^n$ with density at least $(2\sqrt[4]{A \det A})^{-n}$. Now if $M_k(r) = 1$, so $A$ is admissible for the $k$-dimensional superball of radius $r$, clearly also $M_n(r) = 1$ and our packing is already the lattice packing with lattice $2A^{n/k}$. Otherwise we have $M_n(r) \geq 1 + (n/k)(M_k(r) - 1) \to \infty$ as $n \to \infty$, so there exists a prime $p \geq M_n(r) - 1$ with $p = (1 + o(1))M_n(r)$; thus from Theorem 2 we obtain a lattice packing of the dimension-$n$ superball with density at least $(1 - o(1))(2\sqrt[4]{A \det A})^{-n}$, Q.E.D.

We next apply the methods of [17] and [18] to obtain a nearly identical bound (weaker only by a factor of $\exp o(n)$) while also obtaining a specific choice for $r$ as a function of $n$ by using the first part of Theorem 4. By a linear transformation of $\mathbb{R}^k$ we can make the lattice $A$ of Theorem 6 homothetic to $\mathbb{Z}^k$, and will do this to conform with the practice of [17] and [18].
number of lattice points in the ball. Their proof can be easily extended to cover the cases of the other superballs. Thus Theorem 4 does not give away much, and for our method to give a result better than the Minkowski-Hlawka bound, we need to find an $r$ for which the bound of part (i) of Theorem 4 is small. Now consider any superball as in Theorem 4, or more generally, any body. As we move the center of the superball around, the number of points of $\mathbb{Z}^n$ inside equals the volume of the superball, if we average over all possible positions of the center. Therefore a basic question is whether the number of points of $\mathbb{Z}^n$ inside a superball is minimized when the superball is centered at the origin or not. In the case of the Euclidean sphere ($k = 1$, $\sigma = 2$, and $r = cn^{1/\sigma}$ for a constant $c > 0$, as usual), Mazo and Odlyzko [12] showed that centering the ball at the origin maximizes the number of lattice points inside (to within factors of $\exp o(n)$), no matter what $c$ is. Therefore our method cannot improve on the Minkowski-Hlawka bound for Euclidean spheres. We now sketch a proof that this is also true for all $l_\sigma$-balls with $0 < \sigma \leq 2$. By the method of [12], the problem can be reduced to showing that if $s > 0$ and

$$g(y) = \sum_{k=-\infty}^{\infty} \exp(-s|k-y|^\sigma),$$

then $g(y)$ is maximized for $y = 0$. By the proof of the third volume formula of Theorem 3, this will follow if we show that the Fourier transform of $\exp(-s \cdot |u|^\sigma)$ is nonnegative for $0 < \sigma \leq 2$. There are proofs of this result in the literature, but they are quite cumbersome. We present here a very nice proof due to B. F. Logan, which comes from his unpublished work on completely monotonic functions. It follows easily from the following lemma (also due to Logan):

**Lemma 5** Let $s > 0$, $0 < \sigma \leq 2$, and $h(u) = \exp(-s \cdot |u|^\sigma)$. Then

$$h(u) = \int_{t=0}^{\infty} \exp(-tu^2) d\alpha(t),$$

where $\alpha(t)$ is bounded and non-decreasing and the integral converges for all $u$.

**Proof**: It suffices to prove this for $s = 1$, since the general case will then follow by a change of variables. Let $\beta = \sigma/2$, so that $0 < \beta \leq 1$, and for $x \geq 0$, let $H(x) = \exp(-x^\beta)$.

We first show that $H(x)$ is completely monotonic [24] on $(0, \infty)$; i.e., that $(-1)^k b^k H(x)/dx^k$ is nonnegative for all $k \geq 0$ and all $x > 0$. We use the induction hypothesis that

$$\frac{d^k H(x)}{dx^k} = (-1)^k \sum_{j=1}^{k} c(k, j) x^{j\beta-k} H(x),$$

where the $c(k, j)$ are $\geq 0$. This is clearly true for $k = 0$. If it’s true for $k$, though, differentiating that expression term by term shows that it is also true for $k+1$, since all the exponents $j\beta-k$ are $\leq 0$. This proves the complete monotonicity of $H(x)$, and so by a theorem of Bernstein [24, Theorem 12a], we find that

$$H(x) = \int_{t=0}^{\infty} e^{-xt} \alpha(t),$$

where $\alpha(t)$ is bounded and non-decreasing and the integral converges for $0 \leq x < \infty$. We now make the substitution $x = u^2$, and obtain the claim of Lemma 5.

Since $e^{-t u^2}$ has a nonnegative Fourier transform for all $t > 0$, we see immediately that the Fourier transform of $h(u)$ is $\geq 0$, which establishes our main claim. In fact, we can find out more from Lemma 5. Mazo and Odlyzko showed that the number of lattice points in a Euclidean sphere is minimized (within factors of $\exp o(n)$ again, and for $r$ on the order of $n^{1/\sigma}$) when the
But then

\[ \sum_{y \leq r} N_y \leq \sum_{y \geq 0, N_y \neq 0} N_y e^{s r^r - s y^r} \]

\[ = e^{s r^r} \left( \sum_{x \in \mathbb{Z}^k} e^{-s f(x)^r} \right)^{n/k}, \]

which yields the bound (10).

ii) Let \( U_r \) be the number of lattice points in the interior of the superball of radius \( r \), so

\[ U_r = \sum_{y < r} N_y, \]

and let \( V_r \) be its volume (of course \( V_r = r^n V_1 \) but we ignore this for the time being). Rewrite the first sum in (12) by partial summation (or equivalently by integration by parts of its representation as the Stieltjes integral \( \int_{y=0}^{\infty} e^{-s y^r} dU_y \)) to obtain

\[ \int_{y=0}^{\infty} U_r \cdot d(e^{-s r^r}) = \left( \sum_{x \in \mathbb{Z}^k} e^{-s f(x)^r} \right)^{n/k}; \]

likewise we have (as in Section 4)

\[ \int_{y=0}^{\infty} V_r \cdot d(e^{-s r^r}) = \left( \iiint \cdots \int e^{-s f(x)^r} \, dx_1 \cdots dx_k \right)^{n/k}. \]

(13)

Thus we have

\[ \int_{y=0}^{\infty} U_r \cdot d(e^{-s r^r}) = A \int_{y=0}^{\infty} V_r \cdot d(e^{-s r^r}) \]

where \( A \) is the expression (11); since the measure \( -d(e^{-s r^r}) \) is nonnegative there must thus be some \( r \) such that \( U_r \leq A \cdot V_r \), Q.E.D.

We can use part (ii) of this theorem directly to prove Theorem 6, and part (i) to give an explicit value of \( r \) that satisfies the estimate (11) up to an insignificant correction \( \exp o(n) \) (Theorem 7). In practice we may have to apply an invertible linear transformation to \( \mathbb{R}^k \) before invoking Theorem 4 so as to optimize the bounds (10) and (11). Equivalently we may replace \( \mathbb{Z}^k \) by any lattice \( A \) in \( \mathbb{R}^k \); the bound (11) for the ratio between the number of \( A^{n/k} \)-points in some radius-\( r \) superball and its volume then becomes

\[ \left( \left( \sum_{x \in A} e^{-s f(x)^r} \right) \left( \iiint \cdots \int e^{-s f(x)^r} \, dx_1 \cdots dx_k \right) \right)^{n/k}. \]

(14)

In the remainder of this section we discuss the limitations of our basic method and some related problems. The critical values of \( r \) that lead to interesting results are asymptotically \( r = cn^{1/\sigma} \) for a constant \( c > 0 \).

Mazo and Odlyzko [12] showed that for Euclidean spheres (\( k = 1 \) and \( \sigma = 2 \) in Theorem 4), the infimum of (10) over \( s > 0 \) gives the correct estimate (to within a factor of \( \exp o(n) \)) for the
Multiplying both sides by \( t^{k/\sigma} \), we get
\[
t^{k/\sigma} \sum_{y \in \mathbb{Z}^k} e^{-f(y)^\sigma} = \int_{x \in \mathbb{R}^k} e^{-f(x)^\sigma} \, dx_1 \cdots dx_k
\]
\[
+ \sum_{y \in \mathbb{Z}^k \setminus \{0\}} \int_{x \in \mathbb{R}^k} e^{-f(x)^\sigma - 2\pi i t^{-1/\sigma}(x_1 y_1 + \cdots + x_k y_k)} \, dx_1 \cdots dx_k.
\]
Let \( t \to 0 \) along the positive real axis. The sum over nonzero lattice points vanishes by the Riemann-Lebesgue lemma, so
\[
\lim_{t \to 0^+} t^{k/\sigma} \sum_{y \in \mathbb{Z}^k} e^{-f(y)^\sigma} = \int_{x \in \mathbb{R}^k} e^{-f(x)^\sigma} \, dx_1 \cdots dx_k.
\]

By applying the second volume formula to the right-hand side, we complete the proof of the third expression, and so of Theorem 3.

5 The number of lattice points in a superball

The following theorem will enable us to get a useful upper bound on the denominators of the density bounds in Theorems 1 and 2. The simplicity of the proof belies the power of the result. Mazo and Odlyzko [12] discuss the method in the case of ordinary spheres.

Theorem 4 Let \( f : \mathbb{R}^k \to \mathbb{R} \) be a distance function, and \( s \) a positive number.

i) The \( n \)-dimensional superball of positive radius \( r \) given by
\[
f(x_1, \ldots, x_n)^\sigma + f(x_{k+1}, \ldots, x_{2k})^\sigma + \cdots + f(x_{n-k+1}, \ldots, x_n)^\sigma \leq r^\sigma, \quad k|n,
\]
contains no more than
\[
e^{r^\sigma} \left( \sum_{x \in \mathbb{Z}^k} e^{-s f(x)^\sigma} \right)^{n/k}
\]
points of \( \mathbb{Z}^n \).

ii) For some \( r > 0 \) the number of points of \( \mathbb{Z}^n \) in this radius-\( r \) superball is at most
\[
\left( \left( \sum_{x \in \mathbb{Z}^k} e^{-s f(x)^\sigma} \right) / \left( \int_{x \in \mathbb{R}^k} e^{-s f(x)^\sigma} \, dx_1 \cdots dx_k \right) \right)^{n/k}
\]
times its volume.

Proof: i) Let \( N_y \) be the number of lattice points on the boundary of the superball of radius \( y \), centered at the origin. Then
\[
\sum_{y \geq 0} N_y e^{-y^\sigma} = \left( \sum_{x \in \mathbb{Z}^k} e^{-sf(x)^\sigma} \right)^{n/k}.
\]
\[ V_1 \cdots V_s \int_{x_1, \ldots, x_s > 0} \prod_{i=1}^s \int_{x_i + \cdots + x_s' \leq 1} m_1 x_1^{m_1-1} \cdots m_s x_s^{m_s-1} \, dx_1 \cdots dx_s \]
\[ = V_1 \cdots V_s \int_{x_1, \ldots, x_s > 0} \frac{\Gamma(m_1/\tau) \cdots \Gamma(m_s/\tau)}{\Gamma(1 + m_1/\tau + \cdots + m_s/\tau)} \]
\[ = V_1 \cdots V_s \frac{\Gamma(1 + m_1/\tau) \cdots \Gamma(1 + m_s/\tau)}{\Gamma(1 + n/\tau)}. \]

(It may be helpful to consult [5, pages 620-625] wherein multiple integrals of this and similar sorts are tabulated.) This proves the first expression for \( V \).

The second expression actually represents the volume \( V \) of \( f \leq 1 \) for any distance function \( f : \mathbb{R}^n \to \mathbb{R} \), not just this particular one, as we can see in the following way.

\[
\int_{x \in \mathbb{R}^n} e^{-f(x)^\sigma} \, dx_1 \cdots dx_n = \int_{x \in \mathbb{R}^n} \left( \int_{y \in \mathbb{R}} e^{-y} \, dy \right) \, dx_1 \cdots dx_n
\]
\[ = \int_{y=0}^{\infty} e^{-y} \left( \int_{x \in \mathbb{R}^n} \left( \int_{f(x) \leq y} \, dx_1 \cdots dx_n \right) \, dy \right)
\]
\[ = \int_{y=0}^{\infty} e^{-y} y^{n/\sigma} \, \text{Vol}(f \leq 1) \, dy
\]
\[ = V \Gamma(1 + n/\sigma). \]

Now for the third volume formula, which is really just the definition of the second volume formula as the limit of a Riemann sum. We prove it using some Poisson inversion machinery which will be crucial later.

The expression (9) is understood to mean that \( t \to 0 \) from above. Let \( t > 0 \) be fixed for the time being. We begin by writing the periodic function

\[
\sum_{y \in \mathbb{Z}^k} e^{-t f(y + u)^\sigma},
\]

for \( u \in \mathbb{R}^k \), as a Fourier series

\[
\sum_{y \in \mathbb{Z}^k} e^{-2\pi i (u_1 y_1 + \cdots + u_k y_k)} \int_{x \in \mathbb{R}^k} e^{-t f(x)^\sigma} e^{-2\pi i (x_1 y_1 + \cdots + x_k y_k)} \, dx_1 \cdots dx_k.
\]

This is justified since \( \exp(-t f(y)^\sigma) \) and all its partial derivatives decay rapidly as \( y \) moves away from the origin. Setting \( u = 0 \) we get a version of the Poisson summation formula [23, I, p.35],

\[
\sum_{y \in \mathbb{Z}^k} e^{-t f(y)^\sigma} = \sum_{y \in \mathbb{Z}^k} \int_{x \in \mathbb{R}^k} e^{-t f(x)^\sigma - 2\pi i (x_1 y_1 + \cdots + x_k y_k)} \, dx_1 \cdots dx_k.
\]

Replacing \( x \) with \( t^{-1/\sigma} x \) we obtain

\[
\sum_{y \in \mathbb{Z}^k} e^{-t f(y)^\sigma} = t^{-k/\sigma} \sum_{y \in \mathbb{Z}^k} \int_{x \in \mathbb{R}^k} e^{-f(x)^\sigma - 2\pi i t^{-1/\sigma} (x_1 y_1 + \cdots + x_k y_k)} \, dx_1 \cdots dx_k.
\]
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A superball is a body of the form

\[ \{ x \in \mathbb{R}^n : f(x_1, \ldots, x_k)^\sigma + f(x_{k+1}, \ldots, x_{2k})^\sigma + \cdots + f(x_{n-k+1}, \ldots, x_n)^\sigma \leq 1 \} \]

where \( f \) is some \( k \)-dimensional body’s distance function, and \( n \) is a multiple of \( k \). In order to pack them successfully, we require that \( \sigma \geq 1 \), lest the superball be nonconvex for \( n > k \).

In Section 8 we shall introduce generalized superballs, in which a variety of \( \sigma \)'s and \( f \)'s may occur within one body.

4 Volume of a superball

In order to apply the density bounds of Section 2 to the superballs of Section 3, we need to determine their volume. The following theorem provides three important volume formulas.

**Theorem 3** Let \( \phi_j : \mathbb{R}^{m_j} \to \mathbb{R} \) be distance functions, \( m_1 + \cdots + m_s = n \), \( \sigma > 0 \), and

\[ V_j = \text{Vol} \{ x \in \mathbb{R}^{m_j} : \phi_j(x) \leq 1 \}, \quad j = 1, 2, \ldots, s. \]

Then the volume of the superball \( f(x_1, \ldots, x_n) \leq 1 \), where \( f \) is the distance function

\[ f = \sqrt[\sigma]{\phi_1^\sigma + \cdots + \phi_s^\sigma}, \]

is given by each of the following three expressions:

\[ V_1 V_2 \cdots V_s \frac{\Gamma(1 + m_1/\tau) \Gamma(1 + m_2/\tau) \cdots \Gamma(1 + m_s/\tau)}{\Gamma(1 + n/\tau)}, \]

\[ \Gamma(1 + n/\sigma)^{-1} \int_{x \in \mathbb{R}^n} \left( \int_{x_1} \cdots \int_{x_n} e^{-f(x)^\sigma} \, dx_1 \cdots dx_n \right), \]

and

\[ \Gamma(1 + n/\sigma)^{-1} \lim_{\tau \to 0+} t^{n/\sigma} \sum_{x \in \mathbb{Z}^n} e^{-tf(x)^\sigma}. \]

**Proof:** By means of the disk method from calculus, we can establish the first formula. Let \( V \) be the desired volume of \( f \leq 1 \). We approximate the superball by a finite number of disks

\[ x_1(j_1) \leq \phi_1 \leq x_1(j_1 + 1), \ldots, x_s(j_s) \leq \phi_s \leq x_s(j_s + 1) \]

where

\[ 0 \leq x_1 \leq 1, \quad 0 \leq x_2 \leq \sqrt{1 - x_1^2}, \ldots, 0 \leq x_s \leq \sqrt{1 - x_1^2 - \cdots - x_{s-1}^2}, \]

of volumes

\[ \prod_{i=1}^s (x_i(j_i + 1)^m, V_i - x_i(j_i)^m, V_i). \]

For \( i = 1, \ldots, s \) we let the largest of the \( \Delta x_i(j_i) = x_i(j_i + 1) - x_i(j_i) \) approach zero, and find that

\[ V = \int_{x_1=0}^{x_1=1} \int_{x_2=0}^{\sqrt{1-x_1^2}} \cdots \int_{x_s=0}^{\sqrt{1-x_1^2-\cdots-x_{s-1}^2}} d(V_1 x_1^m) \cdots d(V_s x_s^m). \]
there exists an \([n, k, r, p, G]\) code \(C\), say. That is, there is a \(k\)-dimensional subspace \(C\) of \(GF(p)^n\), such that every nonzero codeword \(c\) in \(C\) has \(G\)-norm at least \(r\). The \(G\)-norm,

\[
\| \cdot \|_G : GF(p)^n \rightarrow \mathbb{R},
\]

is defined as

\[
\| x \|_G = \inf_{\mu \geq 0} \{ \mu : x \in p\mathbb{Z}^n + \mu G \},
\]

where we identify \(GF(p)^n\) in the obvious way with the set of points of \(\mathbb{Z}^n\) lying within the hypercube \(pQ\). If \(r \leq p\), then the Construction \(\Lambda\) lattice \(p\mathbb{Z}^n + C\) provides a packing of \(rG/2\), and the density of the packing is at least that asserted by Theorem 1. The reader can consult [18] for details of this proof, and [9], [3], regarding Construction \(\Lambda\) and its genesis.

**Theorem 2** If \(\Lambda\) is a lattice and \(G\) is a body centered at the origin of \(\mathbb{R}^n\), then there are enough translates of \(G\) by vectors of \(2\Lambda\) to pack \(\mathbb{R}^n\) with density at least

\[
2^{-n} \frac{\text{Vol}(G)}{\text{card} (\Lambda \cap \text{int}(G)) \det(\Lambda)}.\]

Also, for any prime \(p \geq \text{card} (\Lambda \cap \text{int}(G)) - 1\), there exists a sublattice \(\Lambda' \subset \Lambda\) of index \(\left[ \Lambda : \Lambda' \right] = p\), such that \(2\Lambda'\) provides a lattice packing for \(G\), with density at least \(2^{-n} \frac{\text{Vol}(G)}{\text{card} (\Lambda \cap \text{int}(G)) \det(\Lambda)}\).

**Proof:** For the first assertion we can simply use any maximal collection of translates of \(G\) by lattice vectors of \(2L\) with pairwise disjoint interiors. (That is, pack \(\mathbb{R}^n\) arbitrarily with such translates until there is no room left.) Indeed, if we replace each translate \(G + v\) in such a collection by the translate \(2G + v\) of \(2G\), every lattice point in \(2\Lambda\) is contained in at least one of these copies of \(2G\); but each copy contains only card \((\Lambda \cap \text{int}(G))\) such points, so the translation vectors \(v\) have density at least \(1/\text{card} (\Lambda \cap \text{int}(G))\) in \(2\Lambda\), whence the translated copies of \(G\) have density at least \(2^{-n} \frac{\text{Vol}(G)}{\text{card} (\Lambda \cap \text{int}(G)) \det(\Lambda)}\) in \(\mathbb{R}^n\).

For the second assertion, note first that none of the \(\left( \text{card} (\Lambda \cap \text{int}(G)) - 1 \right)\) nonzero lattice points \(v\) contained in \(G\) may be of the form \(pv'\) for some \(v' \in \Lambda\); for then \(G\) would contain the \(2p+1\) lattice points \(0, \pm v', \pm 2v', \ldots, \pm pv'\), contradicting \(p \geq \text{card} (\Lambda \cap \text{int}(G))\) - 1. Thus, for each nonzero \(v \in \text{int}(G) \cap \Lambda\), only \((p^n - 1)/(p - 1)\) of the \((p^n - 1)/(p - 1)\) sublattices \(\Lambda'\) of index \(p\) in \(\Lambda\) contain \(v\). (An index-\(p\) sublattice \(\Lambda' \subset \Lambda\) corresponds naturally to a point in the projective space of dimension \((n - 1)\) over \(\mathbb{Z}/p\mathbb{Z}\) associated to the dual of \(\Lambda/p\Lambda\), and the sublattices \(\Lambda'\) containing \(v\) correspond to the points in the codimension-1 subspace associated to those functionals \(\Lambda/p\Lambda \rightarrow \mathbb{Z}/p\mathbb{Z}\) taking the image of \(v\) in \(\Lambda/p\Lambda\) to zero.) Thus there are at most \((\text{card} (\Lambda \cap \text{int}(G)) - 1)/(p^n - 1)/(p - 1)\) index-\(p\) sublattices containing some nonzero \(v \in \text{int}(G) \cap \Lambda\); since by our assumption on \(p\) this is less than the total number \((p^n - 1)/(p - 1)\) of these sublattices, we conclude that there exists some sublattice \(\Lambda'\) of index \(p\) in \(\Lambda\) that meets \(\text{int}(G)\) only at the origin, and therefore that the translates of \(G\) by \(2\Lambda'\) have pairwise disjoint interiors, Q.E.D.

### 3 Distance functions and superballs

The distance function\(^3\) of a body \(G\) is defined by \(g(x) = \inf_{\mu \geq 0}\{\mu : x \in \mu G\}\).

A distance function is continuous, nonnegative (zero only at the origin), and satisfies the triangle inequality \(g(x + y) \leq g(x) + g(y)\) and the homogeneity condition \(g(tx) = |t|g(x)\) for all real \(t\).

\(^3\)Also called the Minkowski distance function or gauge function.
<table>
<thead>
<tr>
<th>bodies based on the</th>
<th>$\sigma$</th>
<th>$a_1$</th>
<th>$c_\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>circle (Minkowskian complex superballs)</td>
<td>$1 \leq \sigma \leq 2$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>.860949908</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$1/2$</td>
<td>.843869375</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>.729110596</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$1/2$</td>
<td>.703515560</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0</td>
<td>.392842258</td>
</tr>
<tr>
<td></td>
<td>$\infty$</td>
<td>$0 \leq a_1 \leq 1$</td>
<td>$1 - a_1 + \frac{a_2}{2} \log_2 \left( \frac{\sqrt{3}}{2\pi} \right)$</td>
</tr>
<tr>
<td>diamond</td>
<td>$1 \leq \sigma \leq 2.134485793$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>.832284542</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>.685724360</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$1/2$</td>
<td>.686104293</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>.581353081</td>
</tr>
<tr>
<td></td>
<td>$\infty$</td>
<td>$0 \leq a_1 \leq 1$</td>
<td>0</td>
</tr>
<tr>
<td>cube</td>
<td>$1 \leq \sigma \leq 2.212882112$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>.845323587</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$1/2$</td>
<td>.864968538</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>.698698206</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>.594016546</td>
</tr>
<tr>
<td></td>
<td>$\infty$</td>
<td>$0 \leq a_1 \leq 1$</td>
<td>0</td>
</tr>
<tr>
<td>sphere</td>
<td>$1 \leq \sigma \leq 2$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>.89500891</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$1/2$</td>
<td>.863338582</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>.780493556</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>.692044379</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0</td>
<td>.624274637</td>
</tr>
<tr>
<td></td>
<td>$\infty$</td>
<td>$0 \leq a_1 \leq 1$</td>
<td>$1 - a_1 + \frac{a_2}{3} \log_2 \left( \frac{3\sqrt{2}}{8\pi} \right)$</td>
</tr>
<tr>
<td>hypercube</td>
<td>$1 \leq \sigma \leq 2.285497723$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>.858882563</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$1/2$</td>
<td>.903475295</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>.711485684</td>
</tr>
<tr>
<td></td>
<td>$\infty$</td>
<td>$0 \leq a_1 \leq 1$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Numerical values of $c_\sigma$ for bodies based on various shapes. Decimals are truncated, and $a_2 = 1 - a_1$. 
in which \( \theta_{\sigma}(z) = \sum_{k \in \mathbb{Z}} z^{|k|^{r}} \),

\[
\psi_{\sigma}(z) = \sum_{(i,j,k,t) \in \mathbb{Z}^{4}} z^{\max(|i|,|j|,|k|,|t|)} = 1 + \sum_{m=1}^{\infty} \left( (2m + 1)^{4} - (2m - 1)^{4} \right) z^{m^{r}},
\]

and \( r_{1}, r_{2} \) are positive numbers chosen to minimize \( c_{\sigma} \) in (5).

Table 2 lists some numerical values of these \( c_{\sigma} \).

All the foregoing examples are special or limiting cases of Theorem 6, whose statement and proof we shall withhold until the sixth section, “The packing densities of superballs”. In that section we also give an argument along the lines of [17] and [18] which gives slightly weaker bounds, with the same exponential growth but with error \( \exp o(n) \) rather than \( \exp o(1) \). Although the error term is worse, the method provides more information on how to find a dense lattice packing (Theorem 7), by specifying the parameter \( r \) in the \([n, k, r, p, G] \) codes to which Construction A is applied. Theorems 6 and 7 depend for their proofs upon the intermediate results of Sections 2 through 5. These contain versions of our density bound valid for bodies generally, the definition of a superball, expressions for the volume of a superball, and a bound on the number of lattice points in a superball, respectively. Section 7 is devoted to the \( L_{\sigma} \)-ball, and Section 8 is concerned with the generalization of superbals to the inhomogeneous case of mixed exponents. In Section 9 we state some questions left unanswered by this paper.

Besides the various references already cited throughout this introduction, see the articles [8], [11], [21], [22], [20], [19] and the books [4], [13], [15] for related work.

2 Two general versions of the bound

A lattice \( \Lambda \) is said to be \textit{admissible} for the body \( G \), or to be \( G \)-admissible, if the body is centered at the origin of \( \Lambda \), and has no further points of \( \Lambda \) in its interior \( \text{int}(G) \). Although the usage is nonstandard, it is sometimes syntactically convenient to interchange \( G \) and \( \Lambda \). Thus, under the foregoing circumstances, we refer to \( G \) as a \( \Lambda \)-admissible body.

The results of this paper can be obtained from either of the two following theorems, which are asymptotically of the same strength. Indeed the proofs are based on the same fundamental idea, but with different emphases: as usual in the geometry of numbers one has the dual choices of fixing either a lattice (Theorem 1) or a body (Theorem 2).

\textbf{Theorem 1} Let \( p \) be an odd prime, and \( 0 \leq r \leq p \). A body \( G \subseteq \mathbb{R}^{n} \), admissible for the lattice of integer points \( \mathbb{Z}^{n} \), can be lattice packed with density

\[
\frac{21-np^{n} \text{Vol}(G)}{(p-1) \text{card } (\mathbb{Z}^{n} \cap pQ \cap (p\mathbb{Z}^{n} + rG))}
\]

where \( Q \) is the unit hypercube

\[
\{ x \in \mathbb{R}^{n} : \max(|x_{1}|, \ldots, |x_{n}|) \leq 1/2 \}.
\]

\textbf{Proof:} We give only the merest sketch. Provided

\[
k < n + 1 - \log_{p} \left( \frac{p-1}{2} \text{card } (\mathbb{Z}^{n} \cap pQ \cap (p\mathbb{Z}^{n} + rG)) \right),
\]
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which, being linearly equivalent, has the same lattice-packing density, we can improve on both the Minkowski-Hlawka bound and its cited improvement, for all \( \sigma \) greater than about 2.134485.

**Bodies based on the cube.** Let \( G \subseteq \mathbb{R}^n = \mathbb{R}^{n + 3s} \) be given by the inequality

\[
|w_1|^\sigma + \cdots + |w_j|^\sigma + \max(|x_1|, |y_1|, |z_1|)^\sigma + \cdots + \max(|x_s|, |y_s|, |z_s|)^\sigma \leq 1
\]

where \( \sigma \geq 1 \). Let \( \rho/n = a_1 \) and \( 3s/n = a_2 \), so that \( a_1 + a_2 = 1 \). Then \( \delta_L(G) \geq 2^{-\omega(n + \rho(1))} \), where

\[
c_\sigma = 1 + a_1 \log_2 \left( \left( \frac{\ln \frac{1}{r_1}}{1/\sigma} \right) \frac{\vartheta_\sigma(r_1)}{2F(1 + 1/\sigma)} \right) + \frac{a_2}{3} \log_2 \left( \left( \frac{\ln \frac{1}{r_2}}{3/\sigma} \right) \frac{\psi_\sigma(r_2)}{8F(1 + 3/\sigma)} \right)
\]

in which \( \vartheta_\sigma(z) = \sum_{k \in \mathbb{Z}} z^{|k|^\sigma} \),

\[
\psi_\sigma(z) = \sum_{(j,k,l) \in \mathbb{Z}^3} z^{j^2 + k^2 + l^2 + jk + kl} r_2 \sigma/2
\]

and \( r_1, r_2 \) are positive numbers chosen to minimize \( c_\sigma \) in (3).

**Bodies based on the sphere.** Let \( G \subseteq \mathbb{R}^n = \mathbb{R}^{n + 3s} \) be given by

\[
|w_1|^\sigma + \cdots + |w_j|^\sigma + (x_1^2 + y_1^2 + z_1^2)^\sigma/2 + \cdots + (x_s^2 + y_s^2 + z_s^2)^\sigma/2 \leq 1
\]

where \( \sigma \geq 1 \). Let \( \rho/n = a_1 \) and \( 3s/n = a_2 \), so that \( a_1 + a_2 = 1 \). Then \( \delta_L(G) \geq 2^{-\omega(n + \rho(1))} \), where

\[
c_\sigma = 1 + a_1 \log_2 \left( \left( \frac{\ln \frac{1}{r_1}}{1/\sigma} \right) \frac{\vartheta_\sigma(r_1)}{2F(1 + 1/\sigma)} \right) + \frac{a_2}{3} \log_2 \left( \left( \frac{\ln \frac{1}{r_2}}{3/\sigma} \right) \frac{\psi_\sigma(r_2)}{8F(1 + 3/\sigma)} \right)
\]

in which \( \vartheta_\sigma(z) = \sum_{k \in \mathbb{Z}} z^{|k|^\sigma} \),

\[
\psi_\sigma(z) = \sum_{(j,k,l) \in \mathbb{Z}^3} z^{j^2 + k^2 + l^2 + jk + kl} r_2 \sigma/2
\]

and \( r_1, r_2 \) are positive numbers chosen to minimize \( c_\sigma \) in (4).

**Bodies based on the hypercube.** Let \( G \subseteq \mathbb{R}^n = \mathbb{R}^{n + 4s} \) be given by

\[
|w_1|^\sigma + \cdots + |w_j|^\sigma + \max(|x_1|, |y_1|, |z_1|)^\sigma + \cdots + \max(|x_s|, |y_s|, |z_s|)^\sigma \leq 1
\]

where \( \sigma \geq 1 \). Let \( \rho/n = a_1 \) and \( 4s/n = a_2 \), so that \( a_1 + a_2 = 1 \). Then \( \delta_L(G) \geq 2^{-\omega(n + \rho(1))} \), where

\[
c_\sigma = 1 + a_1 \log_2 \left( \left( \frac{\ln \frac{1}{r_1}}{1/\sigma} \right) \frac{\vartheta_\sigma(r_1)}{2F(1 + 1/\sigma)} \right) + \frac{a_2}{4} \log_2 \left( \left( \frac{\ln \frac{1}{r_2}}{4/\sigma} \right) \frac{\psi_\sigma(r_2)}{16F(1 + 4/\sigma)} \right)
\]
\[
\begin{array}{c|c}
\sigma & c_\sigma \\
\hline
1 \leq \sigma \leq 2 & 1 \\
2.001 & .9999641166 \\
2.01 & .999438314 \\
2.1 & .989213040 \\
3 & .822600380 \\
4 & .674242663 \\
5 & .569240536 \\
50 & .074523381 \\
\sigma \to \infty & c_\sigma \sim \frac{\ln \ln \sigma}{\sigma \ln 2} \to 0 \\
\end{array}
\]

Table 1: Truncated decimal values of \(c_\sigma\) for some \(l_\sigma\)-balls.

in which

\[
\Gamma(1 + z) = z! = \int_0^\infty t^ze^{-t}dt \quad \text{for} \quad z > 0,
\]

\[
\theta_\sigma(z) = \sum_{m=-\infty}^{\infty} z^m r^m,
\]

\[
\psi_\sigma(z) = \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} z^{(k^2 + k + l^2)} r^{l/2},
\]

and \(r_1, r_2\) are positive numbers chosen to minimize \(c_\sigma\) in (1).

**Bodies based on the diamond shape.** Let \(G \subseteq \mathbb{R}^n = \mathbb{R}^{\rho + 2s}\) be given by the inequality

\[
|x_1|^\sigma + \cdots + |x_{\rho}|^\sigma + (|y_1| + |z_1|)^\sigma + \cdots + (|y_s| + |z_s|)^\sigma \leq 1
\]

where \(\sigma \geq 1\). Let \(\rho/n = a_1\) and \(2s/n = a_2\), so that \(a_1 + a_2 = 1\). Then \(\delta_L(G) \geq 2^{-\sigma n + o(1)}\), where

\[
c_\sigma = 1 + a_1 \log_2 \left( \left( \frac{\ln \frac{1}{r_1}}{r_1} \right)^{1/\sigma} \frac{\theta_\sigma(r_1)}{2\Gamma(1 + 1/\sigma)} \right) \\
+ \frac{a_2}{2} \log_2 \left( \left( \frac{\ln \frac{1}{r_2}}{r_2} \right)^{2/\sigma} \frac{\psi_\sigma(r_2)}{4\Gamma(1 + 2/\sigma)} \right) 
\]

(2)

in which \(\theta_\sigma(z)\) is as in the previous example,

\[
\psi_\sigma(z) = \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} z^{\max(|k|, |l|)} r^m = 1 + \sum_{m=1}^{\infty} 8m z^m r^m,
\]

and \(r_1, r_2\) are positive numbers chosen to minimize \(c_\sigma\) in (2).

It was mentioned in [18] that the case \(a_1 = 0, a_2 = 1\) of the above body admitted an essential improvement to the Minkowski-Hlawka bound for \(\sigma = 6, 7, 8, \text{etc.}\) Here we do even better. By considering instead the body

\[
\max(|x_1|, |x_2|)^\sigma + \cdots + \max(|x_{n-1}|, |x_n|)^\sigma \leq 1,
\]
examples\(^2\) in the literature, the shapes discussed hereinafter with very high packing densities will be of interest.

Here are some bodies and our estimates for their lattice-packing densities \(\delta_L\) as \(n \to \infty\). All the error factors \(\exp o(1)\) can be removed by allowing nonlattice packings.

**Bodies defined by Cartesian products.** Suppose that \(J\) is a bounded, convex, centrally symmetric body with maximum lattice-packing density \(\delta_L(J)\) in \(R^k\), centered at the origin, and let \(f(x) = \inf_{\mu \geq 0} \{ \mu : x \in \mu J \}\). The \(n\)-dimensional body given by
\[
\max \left( f(x_1, \ldots, x_k), f(x_{k+1}, \ldots, x_{2k}), \ldots, f(x_{n-k+1}, \ldots, x_n) \right) \leq 1, \quad k \vert n,
\]
can be packed to a density \(\delta_L(J)^{n/k} + o(n)\). The result itself is not surprising, indeed one gets density \(\delta_L(J)^{n/k}\) by using the orthogonal sum of \(n/k\) copies of the closest-packing lattice for \(J\).

But it is interesting that our method gives essentially the same bound. It would be nice to know whether \(\delta_L(J)^{n/k}\) is the best possible. (See the third open problem in Section 9.)

**Cross polytopes, Euclidean spheres, and other \(l_\rho\)-balls.** If \(\sigma \geq 1\) and
\[
G = \left\{ x = (x_1, \ldots, x_n) \in R^n : |x_1|^\sigma + \cdots + |x_n|^\sigma \leq 1 \right\}
\]
then
\[
\delta_L(G) \geq 2^{-c_\sigma n + o(1)} \quad \text{as} \quad n \to \infty
\]
for certain constants \(c_\sigma\). It will be found that \(c_\sigma\) is less than one whenever \(\sigma > 2\), resulting in an improvement over the Minkowski-Hlawka bound for all such \(l_\rho\)-balls. As \(\epsilon \to 0+\),
\[
\epsilon^{-1}(\ln 1/\epsilon)^{3/2}(1 - c_2 + \epsilon) \to \frac{\sqrt{\pi}(3)}{2\ln 2}
\]
which shows the behavior of the bound near \(\sigma = 2\).

Some numerical values of \(c_\sigma\) are given in Table 1.

**Minkowskian complex superballs.** These bodies were of interest to Minkowski [14, I, p. 261] in connection with discriminants of algebraic number fields.

Let \(G \subseteq R^n = R^{\rho + 2s}\) be given by the inequality
\[
|x_1|^\sigma + \cdots + |x_\rho|^\sigma + (y_1^2 + z_1^2)^{\sigma/2} + \cdots + (y_s^2 + z_s^2)^{\sigma/2} \leq 1
\]
where \(\sigma \geq 1\). (See [6, p. 411].) Let \(\rho/n = a_1\) and \(2s/n = a_2\), so that \(a_1 + a_2 = 1\). Then
\[
\delta_L(G) \geq 2^{-c_{\sigma} n + o(1)},
\]
where
\[
c_\sigma = 1 + a_1 \log_2 \left( \left( \frac{1}{r_1} \right)^{1/\sigma} \frac{\theta_\sigma(r_1)}{2\Gamma(1 + 1/\sigma)} \right) + \frac{a_2}{2} \log_2 \left( \left( \frac{1}{r_2} \right)^{2/\sigma} \frac{\sqrt{\psi_\sigma(r_2)}}{2\pi \Gamma(1 + 2/\sigma)} \right)
\]
(1)

\(^2\)Granted, examples can be improvised, say as gently jostled tilings, or by nesting a body snugly within each tile. But we exclude such artful contrivances, which violate the spirit of the packing problem: Given a body find a dense packing thereof, not vice versa.

\(^3\)This example from [17], [18], is not appearing here for the first time, though the exponent in those papers had an error term \(O(n^{1/2} \ln n)\) that is improved here to \(o(1)\) and eliminated entirely for nonlattice packings. The bodies called superballs there are here called \(l_\rho\)-balls, and are subsumed as a special case. We shall use the term superball in a wider sense. (See Section 3.)
1 Introduction

For our purposes, bodies will always be closed, bounded, convex subsets of $\mathbb{R}^n$, centrally symmetric, and with positive volume.

A basic problem in the geometry of numbers is the estimation of the maximum lattice-packing density $\delta_L$ of a given body. This is the problem of maximizing the fraction of $\mathbb{R}^n$, which is occupied by a lattice $\Lambda$ of disjoint translates of the body. Overlap on the boundaries is disregarded. For a body $G$,

$$\delta_L(G) = \frac{\text{Vol}(G)}{\inf \text{det}(\Lambda)^{1/n}},$$

the infimum being taken over packing lattices $\Lambda$ of $G$. Under a nonsingular linear transformation, $\delta_L$ is preserved, since the volume of the body and the determinant of the packing lattice change proportionally.

The quantity $\delta_L$ is known exactly for only a few bodies; and the greater the dimension $n$, the fewer the bodies for which it is known. For spheres, $\delta_L$ is known in dimensions 1 through 8. Usually we can only hope for an estimate.

The first major lower bound on lattice-packing density, valid in any number of dimensions, was Minkowski’s bound

$$\delta_L(G) \geq 2^{1-n} \zeta(n),$$

which he proved by a tour de force in his own reduction theory of quadratic forms, in the case that $G$ is an $n$-dimensional sphere.

Hlawka [7] proved that this holds not only for spheres but for all bodies (as we define them), thus verifying a previously unproven assertion of Minkowski. This is the famous Minkowski-Hlawka bound [2, p.175], [6, p.199], [10, p.145], [16].

Rogers [16] proved that for spheres

$$\delta_L \geq \frac{n 2^{1-n} \zeta(n)}{e(1 - e^{-n})},$$

improving on Minkowski’s bound by a factor approaching $n/e$ for large $n$.

Rush and Sloane [17] found that the $L_{\sigma}$-balls having $\sigma = 3, 4, 5$, etc., have

$$\delta_L \geq \gamma_{\sigma},$$

in which each $\gamma_{\sigma}$ exceeds $1/2$. This was the first essential improvement, i.e., improvement by a factor exponential in $n$, for these bodies.

The article [18] mentioned in the abstract described a code-theoretic method, based on Construction A of Leech and Sloane [9], giving rise to dense lattice packings of what were called bodies of type II. Such a body is compact, convex, symmetric through the coordinate hyperplanes, and has the unit vectors

$$e_1 = (1, 0, \ldots, 0), \quad e_2, \ldots, e_n$$

on its surface. It was claimed in the introduction to that paper that often the method yields asymptotic densities much higher than

$$2^{-n+o(n)},$$

as assured by the Minkowski-Hlawka bound. However, there has been no published evidence for this alleged oftenness; and considering the scarcity, indeed the veritable absence, of such
Abstract

A method of obtaining improvements to the Minkowski-Hlawka bound on the lattice-packing density for many convex bodies symmetrical through the coordinate hyperplanes, described by Rush [18], is generalized so that centrally symmetric convex bodies can be treated as well. The lower bounds which arise are very good.

The technique is applied to various shapes, including the classical $l_\sigma$-ball,

\[ \{ x \in \mathbb{R}^n : |x_1|^\sigma + |x_2|^\sigma + \cdots + |x_n|^\sigma \leq 1 \}, \]

for $\sigma \geq 1$. This generalizes the earlier work of Rush and Sloane [17] in which $\sigma$ was required to be an integer. The superball above can be lattice packed to a density of $(b/2)^{n+\sigma(1)}$ for large $n$, where

\[ b = \sup_{t \geq 0} \int_{x=\infty}^{\infty} e^{-|t+x|^\sigma} \, dx \sum_{k=\infty}^{\infty} e^{-|u|^\sigma}. \]

This is as good as the Minkowski-Hlawka bound for $1 \leq \sigma \leq 2$, and better for $\sigma > 2$.

An analogous density bound is established for superballs of the shape

\[ \{ x \in \mathbb{R}^n : f(x_1, \ldots, x_k)^\sigma + f(x_{k+1}, \ldots, x_{2k})^\sigma + \cdots + f(x_{n-k+1}, \ldots, x_n)^\sigma \leq 1, \quad k|n \}, \]

where $f$ is the Minkowski distance function associated with a bounded, convex, centrally symmetric, $k$-dimensional body.

Finally, we consider generalized superballs for which the defining inequality need not even be homogeneous. For these bodies as well, it is often possible to improve on the Minkowski-Hlawka bound.
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