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Abstract | We derive generalized analytical con-

structions of linear real-�eld (LRF) codes for trans-

missions over wireless fading channels. We show

cases where LRF-coded QAM, PAM, or PSK con-

stellations can achieve maximum diversity and large

coding gains. We construct analytically LRF codes,

which not only yield larger coding gains than existing

designs in most cases, but also produce LRF-coded

QAM or PAM with desirable constellation character-

istics. We also disclose an inherent connection be-

tween the optimality of LRF code construction over

QAM or PAM, and a long-held mathematical conjec-

ture in the theory of geometry of numbers. In certain

cases, these results allow us to conjecture the optimal-

ity of our LRF codes over these constellations. Simu-

lations corroborate our theoretical �ndings.

I. Introduction

Signal space diversity has been by now well-documented
as a bandwidth- and power-eÆcient coding approach, consid-
erably improving the reliability of transmissions over fading
channels [2, 3, 4, 6, 11]; see also [9] for a tutorial treatment,
recent results, and applications. Pertinent research has fo-
cused on developing high (or maximum) diversity constella-
tions (such as rotating QAM) [2, 4, 6, 11]. These are con-
structed using linear code generator matrices, which multiply
blocks of symbols drawn from standard constellations to gen-
erate blocks of symbols with large diversity gain (Gd), and
coding gain (Gc). Depending on the �eld the entries of these
matrices are drawn from, they can be classi�ed into two cat-
egories: linear complex-�eld (LCF) codes [6, 11], and linear
real-�eld (LRF) codes [6]. In general, LCF codes yield larger
coding gain than LRF ones [11], whereas LRF codes can be de-
coded with lower complexity than LCF ones [3]. In this paper,
we will focus on analytical constructions of square LRF code
matrices of size N over QAM, PAM, or PSK constellations.

Two design paradigms have been developed for LRF codes
[2, 4, 6, 11]. One is based on parameterization of real orthog-
onal matrices [4]. The complexity of this approach depends
on N; and the underlying constellation size M; thus becom-
ing infeasible for either large N , or, large M . The second
approach is based on number-theoretic tools [2, 6], which can
provide closed-form solutions, and only rely on the algebraic
structure of constellations. Construction examples for LRF
code matrices can be found in [2, 4, 6]. But these designs
neither guarantee large Gc, nor they apply to PSK constel-
lations. A hybrid approach based on parameterization and
the algebraic constructions over 16-QAM, was reported in [2]
to maximize Gc for certain values of N . This approach can
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DAAD19-01-2-011.

guarantee large Gc only for small N , and its generalizations
to other values of N seem infeasible. Furthermore, the fol-
lowing questions remain largely open: (Q1) what is the best
achievable upper-bound on Gc of LRF codes? and (Q2) can
algebraically constructed LRF codes achieve this bound?

The contribution of this paper is two-fold. From a design
perspective, we construct generalized analytical LRF codes,
which not only allow the underlying constellations to include
PSK, but also yield LRF codes for many sizes N . From a
performance evaluation perspective, we show that the novel
LRF codes can always achieve maximum diversity gain. We
also derive the coding gains of LRF codes for some speci�c
constellations and sizes. We further disclose an inherent con-
nection between the best achievable upper-bound on Gc, and
the best achievable upper-bound on the minimum product of
N real linear homogeneous forms in the theory of geometry
of numbers. Based on the results in [5, 8] and the coding
results derived in this paper, we show that one of the novel
LRF codes is optimal over the square lattice Z[j] for N = 2
and N = 3, which means that it achieves the best achiev-
able Gc over Z[j]. In addition, we prove that for N = 2, the
same LRF code achieves the largest Gc over any size QAM or
PAM, among all LRF codes satisfying the power constraint.
This result not only just answers questions (Q1) and (Q2) for
N = 2 over QAM, or PAM, but also provides an approach
to potential generalizations. We further conjecture that this
LRF code construction achieves the largest Gc over QAM or
PAM, when 2N + 1 is prime.

Notation: Column vectors (matrices) are denoted by bold-
face lower (upper) case letters; T and H stand for transpose
and conjugate transpose, respectively; tr(�) denotes trace; IN
denotes an N � N identity matrix; diag(d1; : : : ; dN) denotes
a diagonal matrix with diagonal entries d1; : : : ; dN ; j denotesp�1; N and Z stand for the positive integer set and the integer
ring, respectively.

II. System Model, Performance Analysis, and
Design Criteria

In this section, we will present the system model, perfor-
mance analysis, and pertinent design criteria.

A. System Model

Let us consider the wireless system depicted in Figure 1. A
stream of information bits is �rst mapped into symbols drawn
from a constellation (alphabet) As of size jAsj. These symbols
are parsed into N � 1 blocks, and each block is multiplied by
an N �N matrix G, having entries drawn from the real �eld.
Consider s , [s1; � � � ; sN ]T as one such block with fsngNn=1 2
As. The corresponding LRF-coded block can be written as
x ,Gs = [gT1 s; : : : ; g

T
Ns]

T , where gTn denotes the nth row of
G, and gTns denotes the nth LRF-coded symbol.

The coded symbols are assumed to be perfectly interleaved
so that symbols in each coded block experience independent



Rayleigh fading. Denoting the fading coeÆcient of gTns by hn,
we can express the noisy received block as:

y =Hx+w; (1)

where H , diag(h1; : : : ; hN ), hn's are assumed indepen-
dent identically distributed complex Gaussian random vari-
ables with mean zero and variance 1=2 per dimension, i.e.,
hn � CN (0; 1); and the noise block w � CN (0; N0IN ), with
N0=2 denoting the power spectral density of the noise.

We further assume that: as1) perfect channel state infor-
mation is available at the receiver but not at the transmitter;
and as2) the receiver relies on maximum likelihood (ML) de-
coding to detect s from y. Based on as1) and as2), the ML
decoder yields:

ŝ = arg min
s2ANs

ky �HGsk2;

where k � k denotes the Euclidean norm.

B. Performance Analysis and Design Criteria

We start with computing the probability of the pairwise er-
ror event fs! ~sg that the ML receiver decodes ~s erroneously,
when s was actually sent. It can be shown that at high SNR
the average pairwise error probability (PEP) can be tightly
upper-bounded by

Pfs! ~sg �
�
Ge;c

1

4N0

��Ge;d
; (2)

where Ge;d , jSs;~sj denotes the cardinality of the set
Ss;~s , fn : jgTn (s � ~s)j2 6= 0g, and Ge;c is de�ned ashQ

n2Ss;~s jg
T
n (s� ~s)j2

i1=Ge;d
. Based on (2), we de�ne the di-

versity and coding gains in terms of the LRF code matrix G
as follows:

1. Diversity gain: For all possible error patterns e , s�~s,
the diversity gain is de�ned as

Gd , min
s6=~s

Ge;d = min
s 6=~s

jSs;~sj: (3)

2. Coding gain: For a given Gd, the coding gain is:

Gc , min
s6=~s

Ge;c = min
s6=~s

Y
n2Ss;~s

jgTn (s� ~s)j2=Gd :

When Gd = N , the coding gain becomes

Gc = min
s6=~s

NY
n=1

jgTn (s� ~s)j2=N = Æ2=Nc ; (4)

where Æc , mins6=~s
QN
n=1 jgTn (s�~s)j stands for themin-

imum product distance. From (3), Æc > 0 implies that
the maximum diversity gain N is achieved.

We have proved in [11] that there always exist LRF codes
achieving maximum diversity gain. Motivated by this fact,
we will look for LRF codes that maximize the coding gain Gc

within the class of LRF codes achieving the maximum Gd.
Therefore, the overall optimization problem in designing LRF
codes for Gd = N can be formulated as:

Ĝ = argmax
G

"
min
s6=~s

NY
n=1

jgTn (s� ~s)j2=N
#
; (5)

subject to the power constraint tr(GGH) = N .

In other words, the problem of interest in this paper is
to construct optimal LRF codes in the sense of achieving
both maximum diversity, and maximum (or as large as pos-
sible) coding gains over M -QAM, M -PAM, or M -PSK con-
stellations, which we term as generalized constellations. Alge-
braically, these generalized constellations are �nite sets of the
ring Z[�m] generated by Z and �m , ej2�=m for some m. For
example,M -QAM,M -PAM, and 4-PSK are just �nite subsets
of the ring Z[j], where m = 4. M -PSK signaling points are
subsets of the ring Z[�m] with m =M .

III. LRF Codes For Generalized Constellations

Even though LCF codes can yield larger coding gains than
LRF codes [11], they generally require higher decoding com-
plexity than real ones [3], especially as N increases. In light of
complexity-performance tradeo�s, it is desirable to construct
LRF codes with large Gc, especially when N is large. We pur-
sue such LRF codes here for various values of N and m. To
classify our constructions, we de�ne the following three sets;

S(m)
� , fN 2 N : P , 2N + 1 is a prime and gcd(m;P ) = 1g;

S(m)
� , fN 2 N : P , 2N = 2Q+1 and gcd(m;P ) = 1; 2; or; 4g;

S(m)

 , fN 2 N : N = �(P )=2 for a P 2 N & gcd(m;P ) = 1g:

Note that the superscript in S(m)
� ;S(m)

� ; or; S(m)

 indicates

that the values of N in these sets may vary according to m.
For any QAM or PAM, m is treated as 4. Thus, the values in
these sets are independent of the size M of QAM or PAM.

A. Generalized LRF Codes

In this subsection, we provide three classes of LRF code
constructions.

A.1) Design LRF-A: N 2 S(m)
�

In this case, we consider the class of matrices that we ex-
press in closed-form as follows:

G=
�jp
P

2
66664
�1 � ��11 �31 � ��31 � � � �2N�11 � �

�(2N�1)
1

�2 � ��12 �32 � ��32 � � � �2N�12 � �
�(2N�1)
2

...
...

...

�N � ��1N �3N � ��3N � � � �2N�1N � �
�(2N�1)
N

3
77775 (6)

where N = (P�1)=2, f�n = ej2�n=P gNn=1, and 1=
p
P is a con-

stant ensuring the power constraint tr(GGH) = N . Note that
�pn���pn = 2j sin(2�np=P ) with p = 1; 3; : : : ; 2N �1, and the
code matrix G in (6) has indeed real valued entries. In addi-

tion, the set S(m)
� includes many values ofN for each �xedm in

S(m)
� . For instance, f2; 3; 5; 6; 8; 9; 11; 14; 15; 18; 20 : : :g � S(4)� .

Next, we present construction examples for speci�c constella-
tions with gcd(m;P ) = 1. Also note that the LRF code ma-
trices in (6) apply to m = 2; 4; 8; : : : ; 2Q, which include QAM,
PAM, and 2Q-PSK constellations.

Example 1 If N = 2, then P = 5, and (6) reduces to

G =
1

2
p
5

"p
10 + 2

p
5 �

p
10 � 2

p
5p
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p
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Figure 1: System Model

Example 2 If N = 3, then P = 7, and (6) reduces to:

G =
2p
7

2
4sin( 2�7 ) sin( 6�

7
) � sin( 4�

7
)

sin( 4�
7
) � sin( 2�

7
) sin( 6�

7
)

sin( 6�
7
) sin( 4�

7
) sin( 2�

7
)

3
5 : (7)

Table 1 lists LRF-A code examples for N < 21, and N 2
S(m)
� for m 6� 0 (mod P ).

A.2) Design LRF-B: N 2 S(m)
� \ S(m)

�

With overbar denoting the complement of a set in S(m)
� ,

this LRF-B design is given by

G=
�jp
P

2
66664
�1 � ��11 �31 � ��31 � � � �2N�11 � �

�(2N�1)
1

�2 � ��12 �32 � ��32 � � � �2N�12 � �
�(2N�1)
2

...
...

...

�N � ��1N �3N � ��3N � � � �2N�1N � �
�(2N�1)
N

3
77775 (8)

where P = 2N = 2Q+1 with Q 2 N, f�n =

ej�(4n�3)=2
Q+2gNn=1, and 1=

p
P is a normalizing factor ensur-

ing the power constraint tr(GGH) = N . A construction simi-
lar to LRF-B was �rst given in [1] for QAM or PAM. We show
here that it can be generalized to PSK constellations when
gcd(m;P ) = 1; 2; or 4, and the coding gains of the construc-
tion can be obtained in closed-form for certain constellations,
which will be detailed in Section III.C.

Example 3 When N = 4, LRF-B is constructed as in [1]

G =
1p
8

2
664
sin( �

16
) sin( 3�

16
) sin( 5�

16
) sin( 7�

16
)

sin( 5�
16
) sin( �

16
) sin( 7�

16
) sin( 3�

16
)

sin( 7�
16
) sin( 5�

16
) sin( 3�

16
) sin( �

16
)

sin( 3�
16
) sin( 7�

16
) sin( �

16
) sin( 5�

16
)

3
775 :

A.3) Design LRF-C: N 2 S(m)

 \ S(m)

� \ S(m)
�

Let �P (x) be the P th cyclotomic polynomial of 
1 =
ej2�=P , and f
ngNn=1 be the roots of �P (x). LRF-C constructs

G =
1

�

2
66664
1 
1 + 
�11 � � � 
N�11 + 


�(N�1)
1

1 
2 + 
�12 � � � 
N�12 + 

�(N�1)
2

...
...

...

1 
N + 
�1N � � � 
N�1N + 

�(N�1)
N

3
77775 ; (9)

where P is chosen so that N , �(P )=2, and 1=� is a normal-
izing factor ensuring the power constraint tr(GGH) = N .

Table 1: LRF-A for N = 2; 3; 5; 6; 8; 9; 11; 14; 15; 18; 20

N Generators f�ng
N
n=1 of G

N = 2 �n = ej2�n=5; n = 1; 2

N = 3 �n = ej2�n=7; n 2 [1; 3]

N = 5 �n = ej2�n=11; n 2 [1; 5]

N = 6 �n = ej2�n=13; n 2 [1; 6]

N = 8 �n = ej2�n=17; n 2 [1; 8]

N = 9 �n = ej2�n=19; n 2 [1; 9]

N = 11 �n = ej2�n=23; n 2 [1; 11]

N = 14 �n = ej2�n=29; n 2 [1; 14]

N = 15 �n = ej2�n=31; n 2 [1; 15]

N = 18 �n = ej2�n=37; n 2 [1; 18]

N = 20 �n = ej2�n=41; n 2 [1; 20]

B. Properties

In this subsection, we will present some properties of LRF-
A, LRF-B, and LRF-C. Their proofs can be found in [12].

Property 1 Matrices G under LRF-A and LRF-B are or-
thogonal.

This property is interesting because it ensures that the per-
formance remains invariant for additive white Gaussian noise
(AWGN) or near AWGN channels after LRF coding by LRF-A
or LRF-B.

Our next property deals with the geometry of LRF-coded
constellations for LRF-A and LRF-B, and the corresponding
peak-to-average power ratio (PAR) values, which are useful
in assessing performance in the presence of nonlinear power
ampli�cation e�ects.

Property 2 For s 2 AN
s with As being QAM or PAM and

x = Gs with G from (6) or (8), the LRF-coded constellation
of xn is geometrically identical 8 n; i.e., Ax1 = Ax2 = � � � =
AxN . Moreover, their PAR values are:

PARLRF-Ax ,
max jxnj2
Efjxn j2g =

1

2N + 1
cot2

�
�

4N + 2

�
PARs;

PARLRF-Bx ,
max jxnj2
Efjxn j2g =

1

2N
csc2

� �

4N

�
PARs

where PARLRF-Ax and PARLRF-Bx denote PAR values of the
corresponding LRF-coded constellations fAxngNn=1, and PARs

denotes the PAR value of the original alphabet As.



Table 2: PAR Values of LRF-Coded 4-QAM

N 2 3 4 5 6 8

PARLRF-A

x (dB) 2:8 4:4 � 6:4 7:2 8:4

PARLRF-B

x (dB) � � 5:2 � � 8:1

Example 4 Table 2 lists the PAR values of fAxngNn=1 for
LRF-A and -B designs when N = 2; 3; 4; 5; 6; 8. Notice that
for N = 2, LRF-A increases the PAR by about 2:77 dB, which
is comparable to the PAR value 2:55 dB of the standard 16-
QAM.

C. Diversity and Coding Gains

In this subsection, we will evaluate the diversity and coding
gains of the LRF codes we designed in Section III.A. These
codes always guarantee the maximum diversity gain for QAM,
PAM, and PSK, whenever N belongs to the S(m)

� , S(m)
� , and

S(m)

 . Thanks to the special structure of LRF-A, -B, and -C

matrices, the coding gain can be obtained in closed-form for
m = 2; 3; 4; 6.

Proposition 1 Given QAM, PAM, or, PSK constellations,
LRF-A, LRF-B, and LRF-C achieve maximum diversity
gains; i.e., Gd = N; for N 2 S(m)

� ; S(m)
� ; S(m)


 , respec-
tively. Furthermore, if we only consider M-QAM (8 M),
M-PAM (8 M), 3-PSK, or, 6-PSK constellations As, with
minimum Euclidean distance dmin, the coding gain is:

1. For LRF-A:

GLRF-A

c =
d2min

N
p
2N + 1

2N + 1
; N 2 S(m)

� ; (10)

2. For LRF-B:

GLRF-B

c =
d2min

N
p
2

2N
; N 2 S(m)

� ; (11)

3. For LRF-C:

GLRF-C

c =
d2min
�2

; N 2 S(m)

 : (12)

Remark: The coding gain in (11) was also conjectured but
not proved in [3]. Our proof in [12] establishes (11) along with
(10) and (12).

D. Optimality

In this subsection, we address the optimality of LRF-A,
-B, and -C within the class of LRF code matrices. In our de-
signs, we do not impose a particular structure except for the
power constraint tr(GGH) = N . Thus, our considerations
and claims for the optimality of LRF constructions are more
general than those in [2], where LRF code matrices are con-
strained to be orthogonal. To benchmark our designs, it is
useful to �nd the best upper-bound on Gc achieved by LRF
codes. To address this question, we will link this problem with
the best achievable upper-bound on the minimum product of
N real linear homogeneous forms | a well-known problem in
the theory of geometry of numbers [7].

D.1) Product of N Real Linear Homogeneous Forms

De�nition 1 (Product of N real linear homogeneous forms)
Consider N real linear homogeneous forms

û1 = ĝ11ê1 + ĝ12ê2 + � � �+ ĝ1N êN ;

û2 = ĝ21ê1 + ĝ22ê2 + � � �+ ĝ2N êN ;

... (13)

ûN = ĝN1ê1 + ĝN2ê2 + � � �+ ĝNN êN ;

where fêngNn=1 2 Z, and ĝpq for p = 1; : : : ; N and q = 1; : : : ; N
are real numbers. We can express (13) in a compact matrix
form as follows

û = Ĝê; (14)

where û , [û1; û2; � � � ûN ]T , [Ĝ]pq , gpq, and ê ,

[ê1; ê2; : : : ; êN ]
T 2 ZN.

An interesting question about the product of N real linear
homogeneous forms is [7] : What is the best achievable upper-
bound on the minimum jû1û2 � � � ûN j when ê 6= 0?

Comparing
QN

n=1 jgTn (s � ~s)j from Equation (4) with
jû1û2 � � � ûN j, one can readily notice that this question is ulti-
mately related to the question on the best achievable upper-
bound on Gc. However, we also �nd the following di�erences:
1) vector ê 2 Z

N whereas s � ~s 2 AN
s with As denoting a

�nite constellation; 2) matrix Ĝ is not con�ned by the power
constraint. We will �rst present existing results on the prod-
uct of N real linear homogeneous forms, and then elaborate
on the connection with the optimality of LRF-A, B, C.

When N = 2, the best achievable bound was obtained by
Hurwitz in studying Diophantine approximations of real pos-
itive irrational numbers [8]. For N = 3, Davenport found
the best achievable upper-bound in [5]. However, the problem
on the best achievable upper-bound of the product of N real
linear homogeneous forms remains unsolved for more than a
century when N � 4 [7]. Upper-bounds which may not be the
tightest have been reported for N = 4; 5 in [7].

Result 1 (Hurwitz and Davenport's results for N = 2 and N =
3 in [8, 5]) For the linear form in (13), there is an ŝ 6= 0:

jû1û2j � Dp
5
; and jû1û2û3j � D

7
: (15)

where D , j det Ĝj. The upper-bounds in (15) are achievable.
Later on, we will present the matrices Ĝ achieving the upper-
bound of (15).

Result 2 (�Zilinskas and Godwin's results for N = 4 and N = 5
in [7]) For the linear form in (13), there is an ŝ 6= 0:

jû1û2û3û4j � D

14:9
; and jû1û2û3û4û5j � D

57:02
: (16)

D.2) Optimality over Z[j]

Motivated by Result 1, we de�ne the optimality for LRF
codes over Z[j] as follows:

De�nition 2 (Optimality over Z[j]) If an LRF code matrix
achieves maximum coding gain over Z[j], the LRF code matrix
is de�ned as being optimal over Z[j].

To delineate the optimality of LRF-A,B,C over Z[j], we
�rst establish the following proposition.
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Proposition 2 All LRF code matrices G satisfying
tr(GGH) = N , have j detGj � 1.

Based on Result 1 and Proposition 2, we further establish

Proposition 3 For N = 2 and N = 3, LRF-A in (6) is
optimal over Z[j].

The optimality of LRF-A over Z[j] is meaningful only when
the size M of QAM or PAM is large. Thus, it is natural
to ask whether LRF-A is still optimal over QAM or PAM
carved from Z[j]. Because QAM or PAM are just �nite subsets
(constellation points) of Z[j], it is plausible that the achievable
upper-bounds over some QAM or PAM are larger than those
over Z[j], and thus LRF-A may not be optimal over these
constellations. Interestingly, as we show next, LRF-A is still
optimal for any QAM, or PAM, when N = 2.

D.3) Optimality over QAM or PAM

The following proposition establishes the best achievable
upper-bound of LRF-A over any QAM, or, PAM for N = 2.

Proposition 4 Given any 2 � 2 LRF code matrix G

G =

�
a b
c d

�
;

with tr(GGH) = a2 + b2 + c2 + d2 = 2, where a; b; c; d are real
numbers, it holds that

min(jacj; jbdj; j(a+ b)(c+ d)j; j(a� b)(c� d)j) � 1p
5
: (17)

Let us now turn to the optimality of LRF-A for QAM and
PAM when N = 2.

Proposition 5 For QAM, and PAM, LRF-A enjoys the best
achievable Gc for N = 2.

When N = 2, Proposition 4 shows that one of lattice points
in the shaped region of Figure 2 must have a product distance
bounded by 1=

p
5. Together with the coding gain result in

(10), we are able to prove that our LRF-A indeed is optimal
because LRF-A achieves the upper-bound (17) independent
of the QAM or PAM size. For N > 2, we are unable to prove
the optimality of LRF-A,B,C for QAM or PAM. However, we
conjecture that our LRF-A is still optimal over QAM, or, PAM
when 2N + 1 is a prime number. We formulate the following
mathematical conjecture:

Conjecture 1 Consider any LRF code matrix G under the
power constraint tr(GGH) = N . If x = Gs, then

min
s2TN

jx1x2 � � �xN j �
N
p
2N + 1

2N + 1
; (18)

Table 3: Coding Gains for Normalized Constellations

N 2 4
GLRF-
c (4-PSK) 0:8944 [A] 0:2973 [B]

GLRF-
c (8-PSK) 0:2620 [A] 0:0144 [C]

GLRF-
c (16-QAM) 0:1798 [A] 0:0595 [B]

GLRF-
c (16-PSK) 0:0681 [A] 0:0033 [C]
GUB
c (4-PSK) 1 0:5

GUB
c (8-PSK) 0:2929 0:1464

GUB
c (16-QAM) 0:2 0:1

GUB
c (16-PSK) 0:0761 0:0381

where xn and sn denote the nth entries of x and s, respec-
tively, and TN is de�ned recursively as follows:

T1 = fs 2 B : s1 = 1g;
T2 = fs 2 B2�1 : s1 = 1g [ fs 2 B2�1 : [0; s2]T ; s2 2 T1g;
...

TN = fs 2 BN�1 : s1 = 1g [ fs 2 BN�1 : [0; ~s]T ; ~s 2 TN�1g;

with B , f�1; 0; 1g, and TN being a subset of N-
dimensional vectors, corresponding to lattice points in a unit
N-dimensional cube.

Clearly, the implication of this conjecture is that LRF-A
will be optimal for any QAM or PAM, when 2N+1 is a prime
number.

IV. Simulation Examples

In this section, we provide corroborating simulations for
LCF, LRF-A, -B, and -C codes for di�erent constellations,
and compare these constructions with existing designs. The
average bit error rate (BER) is obtained by Monte-Carlo sim-
ulations, and the SNR is de�ned as Es=N0. All simulations
use the sphere decoding algorithms [10] (see also [11, Section
IV] for detailed exposition).

Test Example 1 Table 3 lists the coding gains achieved by
LRF-A, -B, and -C for N = 2; 4 over normalized1 4-PSK, 8-
PSK, 16-PSK, and 16-QAM, where the letters in square brack-
ets indicate which LRF code has been used. The upper-bound
on coding gains, GUB

c , is obtained from [11, Eq.(8)].

Test Example 2 Table 4 lists Gc for N = 2; 3; 4; 5; 6; 8 with
4-QAM, and LRF-A, -B, and the LCF codes of [11].

Test Example 3 Figure 3 depicts performance comparisons
among LRF-A, the LRF codes of [2], and the LCF codes of [11]
when N = 6. Figure 4 compares LRF-A, the LRF codes of [2],
the LRF codes of [3], and the LCF codes of [11], when N = 8.
In both �gures, 4-QAM constellations are used. Figure 3 con-
�rms that LRF-A outperforms the LRF codes of [2] more than
1 dB at the same decoding complexity, and performs similar
to the LCF codes of [11] with lower decoding complexity. Fig-
ure 4 shows that LRF-A outperforms the LRF codes of [2] by
about 1 dB at BER = 10�3 and slightly outperforms the LRF
codes of [3] at the same decoding complexity; while LRF-A
performs close to the LCF codes with lower complexity.

1Average symbol energy Es of As is normalized to unity.



Table 4: Coding Gains over Normalized 4-QAM for N = 2; 3; 4; 5; 6; 8

N 2 3 4 5 6 8
GLRF-
c 0:8944 [A] 0:5466 [A] 0:2973 [B] 0:2937 [A] 0:2359 [A] 0:1676 [A]

GLCF
c 1 0:62 0:5 0:2947 0:3333 0:25

GUB
c 1 0:6667 0:5 0:4 0:3333 0:25
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Figure 3: N = 6 and 4-QAM
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Figure 4: N = 8 and 4-QAM

Test Example 4 Figure 5 depicts LRF-A in (6) for N = 2,
LRF-C in (9) for N = 4, and the uncoded system correspond-
ing to N = 1 when 8-PSK constellation is used. It veri�es that
in both cases, LRF-A and LRF-C considerably outperform the
uncoded system.

V. Conclusions

Generalized analytical constructions of LRF codes have
been derived. The novel LRF codes were shown to achieve
maximum diversity and large coding gains for QAM, PAM,
or, PSK constellations in many cases. We proved the opti-
mality of our LRF code designs over Z[j] when N = 2; 3, and
the optimality of this design over any QAM or PAM when
N = 2. Based on this result, we further conjectured that this
LRF code design is optimal, when 2N +1 is a prime. Simula-
tions con�rmed that our LRF codes have similar performance
with some existing designs, and outperform others depending
on the code size and the underlying constellation size. In the
full version of this work [12], we provide the detailed proofs of
propositions and properties in this paper.
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Figure 5: N = 2; 4 and 8-PSK Constellation
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