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Abstract—A cross-layer resource allocation scheme for un-
derlay multi-hop cognitive radio networks is formulated, in the
presence of uncertain propagation gains and locations of primary
users (PUs). Secondary network design variables are optimized
under long-term probability-of-interference constraints, by ex-
ploiting channel statistics and maps that pinpoint areas where
PU receivers are likely to reside. These maps are tracked using
a Bayesian approach, based on 1-bit messages - here refereed
to as “interference tweet” - broadcasted by the PU system
whenever a communication disruption occurs due to interference.
Although nonconvex, the problem has zero duality gap, and it is
optimally solved using a Lagrangian dual approach. Numerical
experiments demonstrate the ability of the proposed scheme to
localize PU receivers, as well as the performance gains enabled
by this minimal primary-secondary interplay.

Index Terms—Cognitive radio networks, cross-layer optimiza-
tion, receiver localization, Lagrange dual, Bayesian estimation.

I. INTRODUCTION

IN A HIERARCHICAL spectrum access mode, underlay
cognitive radios (CRs) can opportunistically (re-)use the

frequency bands licensed to a primary user (PU) system,
provided ongoing primary communications are not overly dis-
rupted [1]. Once spectral opportunities are identified through
sensing, control of the interference inflicted to incumbent users
is crucial to enable a seamless coexistence of primary and CR-
empowered secondary systems [2]–[5].

As in conventional wireless networking, knowledge of the
propagation gains is instrumental to controlling the co-channel
interference. However, since the PU system has generally no
incentive to exchange synchronization and channel training
signals with secondary users (SUs), SU-to-PU channels are
difficult to acquire in practice. In lieu of instantaneous propa-
gation gains, the distribution of the PU-to-SU channels can
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be used to limit the instantaneous interference inflicted to
PUs by means of average or probabilistic constraints [2]–[10].
Power control for underlay CRs under channel uncertainty
was considered in, e.g., [2], [3], for one PU link and one SU
link. Instantaneous and average interference constraints were
compared in [4] for the same setup, while an extension to
multiple SU links can be found in e.g., [6]–[9].

State-of-the-art spectrum sensing schemes can detect and
localize active PU sources [11]–[13], but not “passive” PU
receivers, which may remain silent most of the time. Since
localization based on received signal strength (RSS) measure-
ments over (short) primary signalling messages such as e.g.,
(re)transmissions requests, is challenging (and these messages
may be exchanged over a primary control channel), knowledge
of the PU receiver locations must be assumed uncertain. A
prudent alternative to bypass the need to gather information
about the PU receivers’ locations is to estimate the PU
coverage region [11], [13], and ensure that the interference
does not exceed a prescribed level at any point of the coverage
region boundary [10], [13], [14]. However, this conservative
approach leads to a sub-optimal operation of the SU network,
especially when PU receivers are not close to the boundary.
The alternative is to account for the uncertainty in the receivers
location, which indirectly generates uncertainty on the gains
of the SU-to-PU channels. This calls for schemes that use the
available information to infer the location of the PU receivers,
and account for channel state information (CSI) imperfections
present in the overall network optimization procedure.

The present paper advocates the novel notion of receiver
map as a tool for unveiling areas where PU receivers are
located, with the objective of limiting the interference inflicted
to those locations. These maps are tracked using a recursive
Bayesian estimator [15], which is based on a 1-bit message
broadcasted by the PU system whenever the instantaneous
interference inflicted to a PU receiver exceeds a given tolerable
level. These simple interference announcements are reminis-
cent of modern real-time social messaging systems - thus, the
term “interference tweets” - and puts the hierarchical spectrum
access paradigm closer to a community-based wireless net-
working setup. Two broadcasting setups are considered. In the
first one, a binary interference announcement is sent by e.g.,
a base station or a primary network controller (NC); in this
message, no information regarding the PU(s) that was (were)
interfered is provided. In the second case, the number of PUs
interfered and their identities are known; this is because this

0733-8716/14/$31.00 c© 2014 IEEE



642 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 32, NO. 3, MARCH 2014

information is specified in the tweet sent by the primary NC
(requiring a few additional bits to indicate the interfered PUs),
or, because the PU receivers sent the tweet themselves (and
the PU identifier is included as usual in the packet header).
The case where the interference tweet is not correctly received
by the SU system due to e.g., deep fading, is also analyzed.
Bayesian localization using quantized RSS measurements was
considered in e.g., [16], [17]. Instead of RSS samples, areas
where PU receivers are likely to reside are unveiled here by
exploiting the PU interference tweets and the distribution of
SU-to-PU propagation gains.

In the mainstream CR literature, SUs are de facto envisioned
to gain access to licensed frequencies without requiring any
modification to communication and operational protocols of
primary systems. Requiring the PU system to broadcast one
bit when disruptive interference occurs, involves a slight
modification of the primary system operation. However, it
will be shown that significant improvements in spectrum
(re)use efficiency can be obtained with this minimal system
interplay, thus reaping off the benefits offered by the CR
technology to the full extent. In setups where the broadcasting
of tweets is not feasible, the secondary network can still
estimate the receiver map by e.g., overhearing retransmission
requests of the PUs [5], [18]. The schemes designed in this
paper can be naturally extended to account for this sensing
mode, thanks to their ability to handle uncertain/erroneous
interference notifications. Simulations confirm that, although
map estimation accuracy and overall performance of the SUs
certainly deteriorate relative to the case where tweets are
error-free, the schemes remains feasible and the PUs are
successfully protected.

Similar to [9], [19], the proposed cross-layer resource
allocation (RA) scheme is designed as the solution of a con-
strained optimization problem featuring long-term probability-
of-interference constraints. Specific to the present formulation
is the presence of uncertain SU-to-PU propagation gains and
uncertain locations of PUs, as well as a multi-hop secondary
network setup. Access among SUs is assumed orthogonal,
and the resources at the transport, network, link and physical
layers are adapted to the time-varying SU-to-SU channels
and the receiver maps. Although nonconvex, the formulated
problem has zero duality gap, and it is optimally solved
using a stochastic Lagrangian dual approach [20]–[23]. Taking
advantage of the problem separability across SUs in the
dual domain, computationally-affordable optimal solvers for
transmit-powers, scheduling and routing variables, as well as
exogenous traffic rates are developed.

The rest of the paper is organized as follows. System model
and problem formulation are presented in Section II. The RA
is solved optimally in Section III. Section IV presents the
receiver map machinery. Numerical experiments are provided
in Section V, and Section VI concludes the paper.1

1Notation: Eg[·] denotes expectation with respect to (w.r.t.) the random
process g; Pr{A} the probability of event A; x∗ the optimal value of x;
�{·} the indicator function (�{x} = 1 if x is true, and zero otherwise);
[x]+ the projection of the scalar x onto the non-negative orthant; and,
[x]ba := min{max{x, a}, b} the projection of the scalar x onto [a, b]. Given
a function V (x), V̇ (x) denotes the derivative function or the derivative of
V (x), and (V )−1(x) the inverse function, provided it exists. Finally, ∧
denotes the “and” logical operator.

II. MODELING AND PROBLEM FORMULATION

A. Primary and secondary state information

Consider a multi-hop SU network comprising M nodes
{Um}Mm=1 deployed over an area A ⊂ R

2. Assume that SUs
share a flat-fading frequency band with an incumbent PU
system in an underlay setup [1]; though, methods and results
presented throughout the paper can be readily extended to
multiple (frequency-selective) bands. Based on the output of
the spectrum sensing stage [11]–[13], SUs implement adaptive
RA to maximize network performance, while protecting the
PU system from excessive interference.

When spectral resources are shared in a hierarchical setup,
the channel state information (CSI) available to the SU net-
work is heterogeneous; in fact, the accuracy of the CSI for
a given link typically depends on whether PUs or SUs are
involved [2]. Provided the spectrum is available for the SUs
to transmit, the SU-to-SU channels can be readily acquired by
employing conventional training-based channel estimators. For
this reason, the state of the SU-to-SU channels is considered
known. The instantaneous gain of link Um → Un is denoted
as gm,n, and it is given by the squared magnitude of the
small-scale fading realization scaled by the average signal-to-
interference-plus-noise ratio (SINR) [24], so that it accounts
also for the interference inflicted to SUs by the PU sources.

Suppose now that PU transmitters communicate with Q
PU receivers located at {x(q) ∈ A}Qq=1. With hm,x denoting
the instantaneous channel gain between Um and position
x, the instantaneous channel gain between Um and PU q
is hm,x(q) . Since PUs have generally no incentive to use
primary spectral resources to exchange synchronization and
channel training signals with SUs [1], training-based channel
estimation cannot be employed at the SU end to acquire
{hm,x(q)}. Thus, even though the average link gain can
be obtained based on locations {x(q) ∈ A}Qq=1 [24], the
instantaneous value of the primary link is uncertain due to
random fast fading effects. Consequently, SU m cannot assess
precisely the interference that it will cause to PU q. Hereafter,
it is assumed that only the joint distribution of processes
{hm,x(q)} is known to the SU network, which is denoted
as φh({hm,x(q)}). Thus, given the maximum instantaneous
interference power I tolerable by the PUs, the secondary
network can determine the interference probabilities at each
location x(q). For instance, in an orthogonal access mode, if
Um is scheduled to access the channel with a transmit-power
p, the probability of causing interference to PU receiver q is
Pr
{
p hm,x(q) > I

}
= 1− Pr

{
hm,x(q) ≤ I/p

}
.

Acquiring the location of passive PU receivers is challeng-
ing because conventional spectrum sensing schemes aim to
detect and localize active PU sources [11]–[13]. PU receivers
remain silent most of the time, and their signalling messages
may not be easily detected (especially if they are sent over
a dedicated control channel). As a consequence, locations
{x(q) ∈ A}Qq=1 are generally uncertain. To account for this,
let z(q)x be a binary variable taking the value 1 if PU receiver
q is located at x ∈ A. Further, consider discretizing the PU
coverage region into a set of grid points G := {xg} represent-
ing potential locations for the PU receivers. In lieu of {z(q)x },
the idea here is to use the probabilities β

(q)
x := Pr{z(q)x = 1},
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∀ x ∈ G, to identify areas where a PU receiver q is more
likely to reside, and limit the interference accordingly. To this
end, the following is assumed.
(as1) {gm,n} and {hm,x(q)} are mutually independent; and,
(as2) z(q)x and z

(v)
x , with q �= v, are independent.

Assumption (as2) presupposes that each PU receiver has its
own mobility pattern, while (as1) implies that the uncertainty
of {hm,x(q)} is spatially uncorrelated. This is certainly the case
when e.g., spatial correlation of shadowing is negligible [5],
[13], or path loss and shadowing are accurately acquired as
in e.g., [25]. Next, sets g := {gm,n} and s := {φh} ∪ {β(q)

x }
collect the available secondary CSI, and the statistical primary
state information (PSI), respectively. Through the paper, the
state information will be alternatively written as g[t] and s[t],
where t stands for the discrete time (slot) index, whenever its
time dependence needs to be stressed.

B. RA under primary state uncertainty

Application-level data packets are generated exogenously at
the SUs, and routed throughout the network to the intended
destination(s). Packet streams are referred to as flows, and they
are indexed by k. The destination of each flow is denoted by
d(k). Different traffic flows (e.g., video, voice, or elastic data)
may be generated at the same SU, and routed towards the
same destination. For each flow k, packet arrivals at Um are
modeled by a stationary stochastic process with mean akm ≥ 0.

Let rkm,n(g, s) ≥ 0 be the instantaneous2 rate used for
routing packets of flow k on link Um → Un, during the
state realizations g and s. Suppose that SUs are equipped
with queues (buffers) to store all incoming packets (exogenous
and endogenous), so that no packets are discarded. Let bkm[t]
denote the amount of packets of flow k that at time t are stored
in the queue of node m. In this paper, queues are deemed
stable if limt→+∞(1/t)

∑t
τ=1 E[b

k
m[τ ]] < ∞ [21]. Accord-

ingly, for queues to be stable, exogenous and endogenous rates
need to satisfy the following necessary condition for all k and
m �= d(k):

akm +
∑

n∈Nm

Eg,s

[
rkn,m(g, s)

] ≤ ∑
n∈Nm

Eg,s

[
rkm,n(g, s)

]
(1)

where Nm ⊂ {1, . . . ,M} denotes the set of one-hop neigh-
boring nodes of Um. SUs implement flow control, and thus
the rates {akm} will be variables of the RA problem. Clearly,
{Eg,s[r

k
m,n(g, s)]}n∈Nm specify the average amount of pack-

ets that are routed through each of the Um’s outgoing links.
As for the medium access layer, define the instantaneous

binary scheduling variable wm,n taking the value 1 if Um is
scheduled to transmit to its neighbor Un, and 0 otherwise.
Secondary transmissions are assumed orthogonal. Orthogonal
access is adopted by a gamut of wireless systems because of its
low-complexity implementation. It also enables a (nearly) op-
timal network operation under moderate-to-strong interference
transmission scenarios [26]. Assuming that one secondary link

2Since g and s vary with time, variable rkm,n(g, s) will vary with time
too (hence, the term instantaneous). When the time dependence needs to be
stressed, instantaneous variables will be written explicitly as a function of
time, i.e., rkm,n[t], where the duration of the slot corresponds to the coherence
time of the fading process.

is scheduled per time slot (Remark 1 will elaborate on this
assumption), it follows that∑

(m,n)∈E wm,n(g, s) ≤ 1 (2)

where E := {(m,n) : n ∈ Nm,m = 1, . . . ,M} represents
the set of SU-to-SU links. When

∑
(m,n)∈E wm,n(g, s) = 0,

no SU transmits because either the quality of all SU-to-SU
channels is poor, or, excessive interference is inflicted to PUs.

At the physical layer, instantaneous rate and transmit power
variables are coupled, and this rate-power coupling is modeled
here using Shannon’s capacity formula Cm,n(gm,n, pm,n) =
W log(1+pm,ngm,n/κm,n), where κm,n represents the coding
scheme-dependent SINR gap [24], and W is the bandwidth of
the primary channel that is to be (re-)used. The premise for
this capacity formula is that channels {gm,n} can be estimated
perfectly. Notice however that errors in the estimation of
{gm,n} can be readily accounted for as shown in, e.g., [27].
Let p̄m denote the average transmit-power of Um, which can
be expressed as

p̄m = �g,s

[∑
n∈Nm

wm,n(g, s)pm,n(g, s)
]
. (3)

Powers transmitted by the SUs have to obey two different
constraints. First, due to spectrum mask specifications, the
instantaneous power pm,n cannot exceed a pre-defined limit
pmax
m . Second, the average power satisfies p̄m ≤ p̄max

m .
To account for the interference inflicted to the PU

system [1], define first the instantaneous binary variable
i(q)({pm,n}, s) as

i(q)({pm,n}, s)
:=
∑

x∈G �{
∑

(m,n)∈E wm,n(g,s)pm,n(g,s)hm,x(q)>I}z(q)x . (4)

Since z
(q)
x pinpoints the location of PU receiver q, variable

i(q)({pm,n}, s) clearly indicates whether or not excessive
instantaneous interference is inflicted to PU receiver q. Further,
define the binary random variable

i({pm,n}, s) := 1−
∏Q

q=1
(1 − i(q)({pm,n}, s)) , (5)

which is 1 if one or more PU receivers are interfered. Since
wm,n(g, s) ∈ {0, 1}, and at most one secondary link is active
per time slot, i({pm,n(g, s)}, s) can be equivalently rewritten
as

i({pm,n(g, s)}, s) =
∑

(m,n)∈E
wm,n(g, s)im,n(pm,n(g, s), s) (6)

where

im,n(p, s) := 1−
∏Q

q=1

(
1−

∑
x∈G �{phm,x(q)>I}z(q)x

)
(7)

depends only on the transmit-power of SU m and the schedul-
ing variable wm,n. Let imax ∈ (0, 1) denote the maximum
long-term probability (rate) of interference. Then, the follow-
ing constraint must hold

�g,s

[∑
(m,n)∈E wm,n(g, s)im,n(pm,n(g, s), s)

]
≤ imax. (8)

Recall that the state information (g, s) varies across time due
to fading. Hence all instantaneous variables (which depend on
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g and s) are time varying too. Thus, if processes are ergodic,
the expectation in the previous inequality corresponds to the
time-averaged interference (i.e., the fraction of time slots that
the PU system is actually interfered).

The metric to be optimized will be designed to discour-
age high average power consumptions, while promoting high
exogenous traffic rates. To this end, let V k

m(akm) denote a con-
cave, non-decreasing, utility function quantifying the reward
associated with the exogenous average rate akm, and Jm(p̄m)
be a convex, non-decreasing, function representing the cost
incurred by Um when its average transmit-power is p̄m [19].
The metric to be maximized is then

f({akm}, {p̄m}) :=
∑

m,k
V k
m(akm)−

∑
m
Jm(p̄m) . (9)

All design variables are collected into the set Y := {akm,
p̄m, rkn,m(g, s), wm,n(g, s), pm,n(g, s), ∀m,n ∈ Nm,g, s}.
Recall that routing rates rkn,m(g, s), transmit powers
pm,n(g, s), and scheduling coefficients wm,n(g, s) are instan-
taneous, so that Y is an infinite set accounting for all g, s
realizations (i.e., all time instants). Based on the preceding
discussions, the optimal cross-layer RA for the SU network
subject to (“s. to”) interference constraints is designed as the
solution of

P∗ := max
Y

∑
m,k

V k
m(akm)−

∑
m
Jm(p̄m) (10a)

s.to : (1), (2), (8), and (10b)∑
k
rkm,n(g, s) ≤ wm,n(g, s)Cm,n(g, pm,n(g, s)) (10c)

�g,s

[∑
n∈Nm

wm,n(g, s)pm,n(g, s)
]
≤ p̄m (10d)

wm,n(g, s)∈{0, 1}, ak,min
m ≤akm ≤ ak,max

m , 0 ≤ rkm,n (10e)

0 ≤ pm,n ≤ pmax
m , 0 ≤ p̄m,n ≤ p̄max

m (10f)

where ak,min
m and ak,max

m are arrival rate requirements; (10d)
has been relaxed and written as an inequality [cf. (3)] without
loss of optimality; and (10c) dictates that the rate at the
network level cannot exceed the one at the link layer. If
needed, (10c) can be modified to account for losses due to
packet/frame headers.

Unfortunately, (10) is a challenging non-convex problem.
Specifically, nonconvexity emerges because: i) {wm,n(g, s)}
are binary variables; ii) the monomials wm,n(g, s)pm,n(g, s)
and wm,n(g, s)Cm,n(pm,n(g, s)) are not jointly convex in
wm,n and pm,n; and, iii) the interference constraint (8) is
nonconvex. Despite these difficulties, it will be shown in the
ensuing section that the optimal solution can be obtained.

III. OPTIMAL ADAPTIVE RA

Consider first relaxing the binary scheduling constraints
wm,n(g, s) ∈ {0, 1} as wm,n(g, s) ∈ [0, 1]. Since con-
straints (2), (8), (10c), and (10d) are linear w.r.t. wm,n(g, s),
each of the optimal arguments {w∗

m,n} of the resultant relaxed
problem lies at one of the boundaries of interval [0, 1]; thus,
{w∗

m,n} in the relaxed problem coincide with the ones of (10).
Check the last paragraph in the Appendix for additional de-
tails, and, e.g., [28] for a formal discussion. Next, to cope with
the nonconvexity of the monomial wm,n(g, s)pm,n(g, s) and
function wm,n(g, s)Cm,n(g, pm,n(g, s)), consider introducing

the auxiliary variables p̃m,n(g, s) := wm,n(g, s)pm,n(g, s),
(m,n) ∈ E . It can be readily verified that the Hessian
of the function wm,n(g, s)Cm,n(g, p̃m,n(g, s)/wm,n(g, s)) is
seminegative definite, and thus the surrogate of (10c) is
convex. Unfortunately, there is no immediate way to address
the nonconvexity of (8). Nevertheless, one can leverage the
results of [29, Thm. 1] to show that the duality gap is zero, and
adopt a Lagrangian dual approach without loss of optimality.
What is more, it will be shown that the optimization in the
dual domain can be carried out in a computationally-efficient
manner, thanks to a favorable structure of the Lagrangian.

To this end, consider dualizing the average constraints,
and let {λk

m}, θ, and {πm} denote the multipliers associ-
ated with (1), (8), and (10d), respectively. Thus, with d :=
{λk

m, πm, θ}, the (partial) Lagrangian of (10) amounts to

L(Y,d) :=
∑

m,k
V k
m(akm)−

∑
m
Jm(p̄m)

−
∑
m,k

λk
m

(
akm +

∑
n∈Nm

(
Eg,s

[
rkn,m(g, s)− rkm,n(g, s)

]))

− θ

(
�g,s

[∑
(m,n)∈E wm,n(g, s)im,n(p̃m,n, s)

]
− imax

)

−
∑

m
πm

(
�g,s

[∑
n∈Nm

p̃m,n(g, s)
]
− p̄m

)
. (11)

Assuming that the optimal multipliers {λk∗
m , π∗

m, θ∗} are avail-
able, the optimal primal variables can be computed as follows.

Proposition 1. The optimal average transmit-power p̄∗m of
node Um is found as the solution of the scalar convex program

p̄∗m(π∗
m) := argmax

0≤p̄m≤p̄max
m

− Jm(p̄m) + π∗
mp̄m . (12)

If J̇m(πm) exists and is invertible, it follows that

p̄m(π∗
m) =

[
(J̇m)−1(π∗

m)
]p̄max

m

0
. (13)

This result can be obtained by isolating the terms in
L(Y,d∗) that depend on {p̄m}, maximizing those terms
separately, and subsequently projecting the solution onto the
feasible set [0, p̄max

m ]. Following similar steps, the optimal
average exogenous rates can be found as specified next.

Proposition 2. Given the optimal dual variables {λk∗
m }, the

optimal exogenous rates {ak∗m } are

ak∗m (λk∗
m ) = argmax

ak,min
m ≤a≤ak,max

m

V k
m(a)− λk∗

m a . (14)

When the inverse of V̇ k
m(a) exists, ak∗m can be obtained in

closed form as

ak∗m (λk∗
m ) =

[
(V̇ k

m)−1(λk∗
m )
]ak,max

m

ak,min
m

. (15)

As expected, the optimal flow policy (14) takes into account
both the reward V k

m(akm), and the “price” λk∗
m for injecting

exogenous traffic at a rate akm into the network. Similarly, the
optimal average power in (12) is set by balancing the cost
Jm(p̄m) with the reward represented by π∗

m.
Towards finding the optimal routing, scheduling, and instan-

taneous transmit-powers, define for each link Um → Un the
coefficients
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λk∗
m,n := λk∗

m − λk∗
n and λ∗

m,n := max
k

{λk∗
m,n} (16)

along with the functional

ϕm,n(g[t], p,d
∗) :=

[
λ∗
m,nCm,n(g[t], p)− π∗

mp

− θ∗�s[t] [im,n(p, s[t])]
]
+

(17)

where {g[t], s[t]} are the realizations of {g, s} at slot t.
Under (as1)–(as2), �s[t] [im,n(p, s[t])], which stands for the
expected value of the instantaneous interference generated by
link (m,n) at time t, can be written as [cf. (7)]

�s[t] [im,n(p, s[t])]=1−
Q∏

q=1

(
1−
∑
x∈G

ιm,x(p)β
(q)
x [t]

)
(18)

with ιm,x(p) := Pr {p hm,x > I}. The previous probability
can be either evaluated numerically or, for tractable fading
distributions, computed in closed form. For example, if hm,x

is Rayleigh distributed, then ιm,x(p) = e−I/(pγm,x) with γm,x

denoting the path loss between SU Um and grid point x [24].
Using (16) and (17), optimal rates {rk∗m,n[t]}, schedul-

ing variables {w∗
m,n[t]}, and instantaneous transmit-powers

{p∗m,n[t]} are found as specified next (the proofs are outlined
in the Appendix).

Proposition 3. Given g[t] and s[t], the optimal
{p∗m,n[t], w

∗
m,n[t]} are

p∗m,n[t] :=
[
argmax

p
ϕm,n(g[t], p,d

∗))
]pmax

m

0
(19)

w∗
m,n[t] := �{(m,n)=argmax(i,j)∈E ϕm,n(g[t],p∗

m,n[t],d
∗)}. (20)

Proposition 4. Per link (m,n) ∈ E , define the set Km,n[t] :=
{k : k = argmaxj{λj∗

m,n} ∧ λk∗
m,n ≥ 0}. Then, the optimal

{rk∗m,n[t]} satisfy the following two conditions:
r1) if k /∈ Km,n[t], then rk∗m,n[t] = 0; and,
r2) if |Km,n[t]| ≥ 1, it follows that

∑
k∈Km,n[t]

rk∗m,n[t] =

w∗
m,n[t]Cm,n(g[t], p

∗
m,n[t]).

Clearly, when |Km,n[t]| = 1, one has the “winner-takes-
all” solution

rk∗m,n[t] = �{k∈Km,n[t]}w
∗
m,n[t]Cm,n(g[t], p

∗
m,n[t]) . (21)

Key to understanding the solution of Proposition 3 is
the definition of ϕm,n(g[t], p,d

∗). Intuitively, (17) can be
interpreted as an instantaneous link-quality indicator, which
dictates a trade-off between the instantaneous transmit-rate,
transmit-power and interference (with the multipliers λ∗

m,n,
π∗
m and θ∗ representing the prices of the corresponding

resources). Interestingly, (19) reveals that p∗m,n[t] is found
by maximizing ϕm,n(g[t], p,d

∗), which does not depend on
information of links other than Um → Un. In other words, the
optimization problem in the dual domain is separable across
SU links (and time). For many fading distributions, (19) turns
out to be nonconvex. However, since only one scalar variable
is involved, the optimal transmit-power p∗m,n[t] can be found
efficiently. Proposition 4 describes the operation of the routing
protocol and establishes that only flows with the highest value
of λk∗

m,n can be routed. Clearly, the multiplier λk∗
m can be

viewed as a congestion indicator of flow k at node m, so
that the optimum solution dictates that flows have to follow

routes that maximize the difference λk∗
m,n = λk∗

n − λk∗
m . This

reveals that the solution reduces the network congestion (in
fact, links to the well-known back-pressure routing algorithm
can be established [19]). Further, it is worth stressing that the
value of the channel gain of a SU-to-SU link does not affect
how different flows share that link, but only the number of
packets routed through it; i.e., only Cm,n(g[t], p

∗
m,n[t]).

The next subsection deals with the estimation of the op-
timum Lagrange multipliers and will establish links between
the optimal solution and other well-know RA algorithms. But
first, a remark is in order.

Remark 1 (Simultaneous SU transmissions). In lieu of (2),
the notion of “contention graph” (CG) is oftentimes advocated
in conventional multi-hop wireless setups to possibly activate
multiple wireless links simultaneously; see e.g., [20], [30],
[31]. Nodes in the CG correspond to wireless links of the
secondary network. Moreover, wireless links (nodes in the
CG) that, due to scheduling constraints, cannot be activated
simultaneously share an edge in the CG. As a result, only
independent sets of the CG constitute feasible link schedul-
ing. Among all possible independent sets, the one giving
rise to the highest aggregated link-quality indicator is the
one that has to be activated [31]. Mathematically, with Sj

denoting the jth independent set and defining ϕj(g[t],d∗) :=∑
(m,n)∈Sj ϕm,n(g[t], p

∗
m,n,d

∗) as its associated quality in-
dicator, the index of the optimum independent set one is
j∗ = argmaxj ϕ

j(g[t],d∗). Note, however, that the values
of p∗m,n for the links within Sj need to be known to compute
ϕj(g[t],d∗). In absence of PUs, p∗m,n can be found sepa-
rately for each (m,n) link, so that computing ϕj(g[t],d∗)
is trivial (provided, of course, that the independent sets are
known). However, when PUs are present, the problem is much
more complicated because the power optimization is coupled
across SU links. To be more specific, when multiple SU
transmit simultaneously, the third term in the definition of
ϕm,n(g[t], p

∗
m,n,d

∗), i.e., the probabilities of the PUs being
interfered [cf. (17)], depends not only on the power of link
Um → Un, but also on the powers used by the other active SU
links. As a result, all those powers have to be found jointly
to maximize

∑
(m,n)∈Sj ϕm,n(g[t], pm,n,d

∗). This may entail
a significant computational burden because: i) for the setup
considered, the power optimization is nonconvex, so that now
an exhaustive search in a multidimensional space has to be
implemented; and ii) the distribution of the joint (aggregate)
interference at the PU receiver needs to be obtained. Due
to this, the paper focuses on single SU transmissions (which
obviously entails a loss of optimality) and leaves development
of elaborate approximate solutions tailored to the problem at
hand (which are certainly of interest) as future work.

A. Estimating the optimum Lagrange multipliers

Finding the optimal dual variables {λk∗
m , π∗

m, θ∗} may be
computational challenging because: a) classical iterative sub-
gradient methods require, at each iteration, averaging over all
g and s realizations; and, b) if either the channel statistics
or the number of users change, {λk∗

m , π∗
m, θ∗} must be re-

computed. An effective alternative consists in resorting to
stochastic approximation iterations [22], [23], whose goal is
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to obtain samples {λk
m[t], πm[t], θ[t]}, t = 1, 2, . . . that are

nevertheless sufficiently close to the optimal dual variables.
The merit of stochastic approximation techniques is

twofold: i) computational complexity of the stochastic
schemes is markedly lower than that of their off-line counter-
parts; and, ii) stochastic schemes can cope with non-stationary
propagation channels and dynamic PU activities. With μλ > 0,
μπ > 0, and μθ > 0 denoting constant stepsizes, the following
stochastic iterations yield the desired multipliers ∀ t:
λk
m[t+ 1] =

[
λk
m[t] + μλ

(
ak∗m (λk

m[t])

+
∑

n∈Nm

(rk∗n,m[t]− rk∗m,n[t])
)]

+
(22)

πm[t+ 1] =
[
πm[t]− μπ

(
p̄∗m(πm[t])

−
∑

n∈Nm

w∗
m,n[t]p

∗
m,n[t]

)]
+

(23)

θ[t+ 1] =
[
θ[t]− μθ

(
imax − i({p∗m,n[t]}, s[t])

)]
+
. (24)

The update terms in the right hand side of (22)-(24) form
an unbiased stochastic subgradient of the dual function of
(10), and they are bounded; see, e.g., [32]. Using these two
features, the following convergence and feasibility result can
be established.

Proposition 5. Define μ := max{μλ, μπ, μθ}; P̄[t] :=
1
t

∑t
τ=1

∑
m Jm(p∗m[τ ]) − ∑

m,k V
k
m(ak∗m (λk

m[τ ])); and,
ī[t] := 1

t

∑t
τ=1 i({pm,n[τ ]}, s[τ ]). Then, it holds with

probability one that as t → ∞ the sample average of the
stochastic RA:
i) is feasible and, thus, ī[t] ≤ imax; and,
ii) incurs minimal performance loss w.r.t. the optimal solution
of (10); i.e, P̄[t] ≥ P∗ − δ(μ), where δ(μ) → 0 as μ → 0.

A proof of this result is not presented here due to space
limitations, but it relies on the convergence of stochastic
(epsilon) subgradient methods and can be obtained following
the lines of [19], [23]. The key to prove i) is to show that the
stochastic multipliers are bounded. This can be readily used to
show the asymptotic feasibility of the sample averages of the
stochastic subgradients, i.e., of the update terms in (22)-(24).
The proof for ii) is a bit more intricate and leverages properties
of the dual function, the convexity of the objective function
in (10a), and the bounds on the stochastic updates. It turns
out that the loss of optimality δ(μ) is linear w.r.t. both μ and
G, which represents an upper bound on the expected squared
norm of the stochastic subgradient. Clearly, this implies that
δ(μ) → 0 as μ → 0.

Remark 2 (Links with Max-Weigh Scheduling and Back-
Pressure Algorithms). The RA schemes in this paper leveraged
the separability of the optimization problem in the dual domain
[20] and were implemented using a stochastic dual algorithm
[23]. Alternatively, the schemes could have been designed
using Lyapunov optimization [21]. In that case, the max-weigh
scheduling essentially accounts for the dual separability, and
the stochastic Lagrange multipliers are replaced with scaled
versions of the (virtual) packet queues [20], [21], [33]. In fact,
the optimal routing described in Proposition 4 is equivalent to
a slightly modified version the of celebrated dynamic back-
pressure algorithm initially proposed in [34]. See, e.g., [19]–

[21] for more details on the links between the two approaches.

B. Individual interference constraints

The developed RA scheme controls the interference inflicted
to the primary system. However, it may turn that some
PUs are interfered more frequently than others. To eliminate
this discrepancy, probability-of-interference constraints can be
placed on a per-PU receiver basis. The changes required in the
optimal RA schemes to address this case are outlined next.

Define i
(q)
m,n(p, s) :=

∑
x∈G z

(q)
x �{ph

m,x(q)>I} as an in-
stantaneous binary variable, which is 1 if the transmission
Um → Un causes interference to PU receiver q [cf. the
definition of im,n(p, s) in (7), where the specific PU in-
terfered was irrelevant]. Then, the individual probability-of-
interference constraints amount to [cf. (8)]

�g,s

[∑
(m,n)∈Ewm,n(g, s)i

(q)
m,n(pm,n(g, s), s)

]
≤ iq,max

(25)
where iq,max can either be set to the same value for all q, or,
be customized. The next step is to modify the optimization
problem (10) by replacing the single constraint (8) with the Q
constraints (one per PU) in (25). Each of the new constraints is
dualized (with θq denoting the corresponding multiplier) and
incorporated into the Lagrangian in (11). The only change
required in the expressions for the optimal RA is re-definition
of the link-quality indicator in (17) as ϕm,n(g[t], p,d

∗) :=

[λ∗
m,nCm,n(g[t], p)− π∗

mp−∑q θ
q∗
�s[t][i

(q)
m,n(p, s[t])]]+. All

other expressions for the optimal RA (including results in
Propositions 1-4) remain the same.

The last step is to modify the stochastic update for the
multiplier in (24). Instead of the single update for θ[t+1], the
following Q updates are needed θq[t+1] = [θq[t]−μθ(i

q,max−
i(q)[t])]+, where i(q)[t] = 1 if the PU receiver q has been
interfered. Such an information is either broadcasted by the
PU system or estimated from the available observations (see
next section for details). If all constraints are active, then all
the multipliers will be non-zero. However, there are scenarios
where that would not be the case, e.g., if a PU receiver is
very far away. In those cases, the stochastic estimate of the
corresponding multiplier remains zero most of the time.

IV. RECEIVER-MAP ESTIMATION

At each time slot t, the SU network relies on perfect CSI
g, short-term interference probabilities {ιm,x} and the PU
receivers’ spatial distribution {β(q)

x } to schedule SU transmis-
sions, while adhering to the long-term interference constraints
[cf. (17)]. The SU-to-SU gains g are acquired via conventional
sensing. Moreover, once the virtual grid G is chosen, {ιm,x}
can be computed as a function of the transmit-powers {pm,n}
[cf. definition after (18)]. The aim here is to develop an online
Bayesian estimator for {β(q)

x }, based on a minimal interplay
between PU and SU systems. Specifically, the following setup
is considered.

(as3) The PU system notifies the secondary network if dis-
ruptive interference occurs to one or more PU receivers.

Two interference announcement strategies are considered:
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(c1) the PU system broadcasts the message i(q)[t] = 1 to
notify that the event p∗m∗,n∗hm∗,x(q) > I occurred; and,
(c2) the generic message i[t] = 1 is transmitted if at least one
of the PU receivers were disruptively interfered.
In both setups, just one-bit is sufficient to notify the SU system
that the instantaneous interference inflicted to one or more PU
receivers exceeds the tolerable level I . In (c2), this interference
tweet is sent by, e.g., a base station or a primary NC. In this
message, no information regarding the PU user(s) interfered
is provided. As for (c1), the interference tweet can be sent
by either the primary NC (requiring additional few bits to
indicate the PU interfered), or, by the interfered PU receivers
themselves (with the PU identifier included as usual in the
packet header).

Similar modeling assumptions were made in, e.g., [5]
and [18] (see also references therein), where the PU’s Au-
tomatic Repeat-reQuests (ARQs) are assumed to be either
exchanged or eavesdropped by the SU transceivers. With
the overheard ARQs, the SUs can evaluate the outage rates
of ongoing PU communications, and adjust their transmit-
powers accordingly [5]. In lieu of outage rates, PU receiver
locations may be estimated. However, localization based on
RSS measurements over a single ARQ packet is challenging
because of, e.g., PU mobility and fast time-varying fading. A
more conservative (but suboptimal) approach that bypasses the
need to know PU receiver locations is to guarantee that the
interference does not exceed a prescribed level at any bound-
ary point of the PU transmitters’ coverage region [10], [13],
[14], which can be estimated during the sensing phase [11],
[13]. This amounts to arranging Q points in the boundary of
the coverage region, and setting β

(q)
x = 1 for all q = 1, . . . , Q.

A. Per-PU receiver notification

To account for PU mobility, we assume that:
(as4) z

(p)
x [t] is a first-order (spatiotemporal) Markov process

with known transition probabilities φ
(q)
x,x′ [t] := Pr{z(q)x [t] =

1|z(q)x′ [t− 1] = 1}.
To decrease the computational burden, φ

(q)
x,x′ [t] are fur-

ther assumed to be nonzero only if x′ ∈ Gx, where the
set Gx contains x and its neighboring grid points. Col-
lect in the set I(q)

t := {i(q)[τ ]}tτ=1 the interference no-
tifications up to time slot t, and define further the sets
H̃(q)

t := I(q)
t−1 ∪ {p∗m,n[t], w

∗
m,n[t], ∀(m,n)}tτ=1 and H(q)

t :=

H̃(q)
t ∪ i(q)[t]. Since the elements of I(q)

t constitute the
observed states of a Hidden Markov Model (HMM), a recur-
sive Bayesian estimator can be implemented to acquire (and
track) the posterior probability mass function of {z(q)x }x∈G.
To this end, let β̂

(q)
x [t|t − 1] := Pr{z(q)x [t] = 1|H(q)

t−1}
and β̂

(q)
x [t|t] := Pr{z(q)x [t] = 1|H(q)

t } denote the instanta-
neous beliefs given H(q)

t−1 and H(q)
t , respectively. Finally, let

(m∗, n∗) := argmax(i,j)∈E w∗
m,n[t] denote the scheduled link

at time t. Thus, the receiver maps can be recursively updated
by performing the following steps per grid point x and PU
receiver q (see, e.g., [15]).
Prediction step:

β̂(q)
x [t|t− 1] =

∑
x′∈Gx

φ
(q)
x,x′ [t]β̂

(q)
x [t− 1|t− 1] . (26)

Correction step:

β̂(q)
x [t|t] = Pr{i(q)[t] = o|z(q)x [t] = 1, H̃(q)

t }β̂(q)
x [t|t− 1]

Pr{i(q)[t] = o|H̃(q)
t }

(27)

where o ∈ {0, 1} denotes the value observed for i(q)[t].
Suppose that i(q)[t] = 1. Then, noticing that z(q)x [t] = 1 im-

plies that z(q)x′ [t] = 0 for the grid points x′ ∈ G\{x}, it follows
that Pr{i(q)[t] = 1|z(q)x [t] = 1, H̃(q)

t } = ιm,x(p
∗
m∗,n∗ , s[t]).

As for the denominator in (27), one only has to average the
numerator over all possible locations. For i(q)[t] = 1 this
entails

Pr{i(q)[t] = 1|H̃(q)
t }

=
∑
x′∈G

Pr
{
i(q)[t] = 1|z(q)x′ [t] = 1, H̃(q)

t

}
β̂
(q)
x′ [t|t− 1] (28a)

=
∑
x′∈G

ιm,x′(p∗m∗,n∗ , s[t])β̂
(q)
x′ [t|t− 1]. (28b)

Thus, when interference is inflicted to the PU receiver q, (27)
can be simplified to:

β̂(q)
x [t|t] = ιm,x(p

∗
m∗,n∗ , s[t])β̂

(q)
x [t|t− 1]∑

x′∈Gx
ιm,x′(p∗m∗,n∗ , s[t]) β̂

(q)
x′ [t|t− 1]

(29)

and can be readily computed once the SU-to-grid point
channel distribution is known. The counterpart of (29) for
i(q)[t] = 0 is computed in the obvious way.

In this setup, the secondary system does not require prior
knowledge of Q. Rather, the set Q of PU receivers that can be
potentially interfered is updated on-line based on the messages
{i(q)[τ ] = 1}. For example, Q[t] = Q[t− 1] ∪ {q} whenever
i(q)[t] = 1 and q �= Q[t−1]. On the other hand, Q[t] is updated
as Q[t] = Q[t− 1]\{q} when no messages are received from
PU q for a prolonged period of time.

B. System-wide interference announcement

Similar to Section IV-A, let It := {i[τ ]}tτ=1 denote the set
collecting the interference notifications, and let H̃t := It−1 ∪
{p∗m,n[τ ], w

∗
m,n[τ ], ∀(m,n)}tτ=1 and Ht := H̃t∪i[t]. Further,

re-define the instantaneous beliefs β̂(q)
x [t|t−1] and β̂

(q)
x [t|t−1]

as β
(q)
x [t|t − 1] := Pr{z(q)x [t] = 1|Ht−1} and β

(q)
x [t|t] :=

Pr{z(q)x [t] = 1|Ht}, respectively. With It representing again
the observed states of an HMM, the prediction step of the
resultant recursive Bayesian estimator is computed as in (26).
On the other hand, the correction step becomes in this case

β̂(q)
x [t|t] = Pr{i[t] = o|z(q)x [t] = 1, H̃t}β̂(q)

x [t|t− 1]

Pr{i[t] = o|H̃t}
(30)

where o ∈ {0, 1} denotes the value observed for i[t].
To further elaborate on (30), the following modeling as-

sumption is made.
(as5) The value (or an upper bound) of Q is known.
Section V will illustrate that (as5) is not very restrictive, since
just an upper bound on the number of PU receivers Q suffices
to carry out the localization task. More sophisticated schemes
that jointly estimate and track Q and {β(q)

x } are of interest,
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but they will be the subject of future research. When i[t] = 0,
the denominator of (30) is given by

Pr{i[t] = 0|H̃t}
= Pr{i(1)[t] = 0, . . . , i(Q)[t] = 0|H̃t} (31a)

=
∏Q

q=1

(
1− Pr{i(q)[t] = 1|H̃t}

)
(31b)

=
∏Q

q=1

(
1−

∑
x∈G

ιm,x(p
∗
m∗,n∗ [t], s[t])β̂(q)

x [t|t− 1]
)

(31c)

where (31b) follows (31a) because of (as1) and (as2). The
latter assumption holds also when two (or more) PU receivers
reside in proximity of the same grid point, provided they are
a few wavelengths apart [24, Ch. 3]. Clearly, for i[t] = 1,
Pr{i[t] = 1|H̃t} is readily obtained as Pr{i[t] = 1|H̃t} =
1 − Pr{i[t] = 0|H̃t}. Using similar steps, one can show that
Pr{i[t] = 0|z(q)x [t] = 1, H̃t} can be re-expressed as

Pr{i[t] = 0|z(q)x [t] = 1, H̃t}
= Pr{i(1)[t] = 0, . . . , i(Q)[t] = 0|z(q)x [t] = 1, H̃t} (32a)

= Pr{i(q)[t] = 0|z(q)x [t] = 1, H̃t}

×
Q∏

u=1,u�=q

(
1−
∑
x′∈G

ιm,x′(p∗m∗,n∗ [t], s[t])β̂
(u)
x′ [t|t− 1]

)
(32b)

where Pr{i(q)[t] = 0|z(q)x [t] = 1, H̃t} can be further expressed
as Pr{i(q)[t] = 0|z(q)x [t] = 1, H̃t} = 1− ιm,x(p

∗
m∗,n∗ , s[t]).

C. Receiver-map-cognizant RA

The receiver maps are used to evaluate the interference
term in functional ϕm,n [cf. (18)], which clearly affects
the computation of the optimal transmit-powers p∗m,n[t] and
scheduling variables w∗

m,n[t] [cf. (19)-(20)]. Equation (18)
implies that if the location of the PU receivers is perfectly
known, only their corresponding terms {x(q)}Qq=1 will enter
in the summation. On the other hand, if the actual location
is uncertain, the interference generated at each point of the
grid will be weighted by the probability of the PU receiver
residing there. Hence, at slot t, the beliefs {β̂(q)

x [t|t− 1]} are
used to obtain �s[t] [im,n(p, s[t])] in (18).

The receiver maps can also be used to update the stochastic
Lagrange multiplier associated with the interference con-
straint; i.e., θ[t] in (24). A simple way to update θ[t], which
does not require use of the receiver maps, is to leverage the
actual interference notification i[t]. In case of system-wide
tweets, this amounts to setting θ[t + 1] = [θ[t] − μθ(i

max −
i[t])]+. If such a notification contains errors, i[t] has to be
replaced by an unbiased estimate of the actual interference.
A more elaborate alternative is to use the receiver maps to
estimate the actual interference and then update the multiplier
as θ[t+1] = [θ[t]−μθ(i

max−Pr{i[t] = 1|Ht})]+. In this case,
the interference notification i[t] is first employed to update the
maps β̂

(q)
x [t|t− 1]. Then, the updated maps β̂

(q)
x [t|t] for all q

and x, and the RA at time t, are used to find Pr{i[t] = 1|Ht}.
The proposed joint RA and receiver map estimation algo-

rithm is tabulated as Algorithm 1.

Algorithm 1 Joint RA and receiver-map estimation

Initialize Y[0], d[0], and {β̂(q)
x [0|0]}.

for t = 1, . . . (repeat until convergence) do
[s1] Perform the prediction step (26).
[s2] Acquire SU-to-SU instantaneous channels {gm,n[t]}.
[s3] Obtain {ak∗

m (d[t − 1])}, {rk∗m,n[t − 1]}, {p̄∗m(d[t − 1])}
via (15), (21), and (12)
[s4] Obtain {w∗

m,n[t], p
∗
m,n[t]} via (19)–(20), where {β(q)

x }
in (18) is replaced by {β̂(q)

x [t|t− 1]}.
[s5] Update {λk

m[t]}, {πm[t]} via (22)–(23).
[s5] Receive i(q)[t] (or i[t]), if interference occurred.
[s6] Update θ[t] via (24), using the observed i(q)[t] (or i[t]).
[s7] Run the correction step (27) (or (30)).

end for

D. Accounting for PU-SU communication errors

To account for errors in the messages notifying interference,
miss-detection and false-alarm events are considered. In partic-
ular, let P (q)

MD denote the probability of missing an interference
tweet sent by PU receiver q, and PMD its counterpart in the
setup (c2). Further, let P (q)

FA and PFA denote the probability
that the messages i(q)[t] = 1 and i[t] = 1, respectively,
were received, but no actual interference was caused. In the
following, such probabilities are assumed known.

While the expression for the prediction step in (26) remains
the same, the correction step must be adjusted to account
for decoding failures and false-interference notifications. The
error-aware correction step is first developed for (c1), and
subsequently tailored for (c2).

1) Per-PU notification: The main idea is to update the
expressions for the variables involved in the correction step in
(27) for both i(q)[t] = 1 and i(q)[t] = 0. Key to this end is to
re-write the numerator of (27). Let first define the probabilities

P
(q)
x,0 [t] := 1− ιm,x(p

∗
m∗,n∗ , s[t]) (33)

P
(q)
x,1 [t] := ιm,x(p

∗
m∗,n∗ , s[t]) . (34)

Clearly, P (q)
x,0 [t] is the probability of not inflicting interference

at time t given the system history H̃t, and assuming that
z
(q)
x [t] = 1. Such probabilities are used to define the correction

coefficients

c
(q)
x|0 := (1− P

(q)
FA)P

(q)
x,0 [t] + P

(q)
MDP

(q)
x,1 [t] (35)

c
(q)
x|1 := P

(q)
FAP

(q)
x,0 [t] + (1 − P

(q)
MD)P

(q)
x,1 [t], (36)

which represent the probability of observing iq[t] = 0 and
iq[t] = 1, respectively. With these definitions, the correction
step for iq[t] = o is [cf. (27)]

β̂(q)
x [t|t] =

c
(q)
x|oβ̂

(q)
x [t|t− 1]∑

x′∈Gx
c
(q)
x′|oβ̂

(q)
x′ [t|t− 1]

. (37)

Although P
(q)
MD and P

(q)
FA have been assumed constant

across space, they can be rendered dependent on x. For exam-
ple, if the Bayesian estimator is implemented at a secondary
NC, then the miss-detection probability can be written as
P

(q)
MD = Pr{p(q)hx,NC/σ

2 ≤ Γ}, where hx,NC is the PU-
to-NC channel, p(q) the power transmitted by PU q, σ2 the
detector noise, and Γ the SINR threshold under which packet
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decoding is deemed unsuccessful. Clearly, this probability
depends on x and should be written as P

(q)
MD,x. Accounting

for this dependence only requires replacing P
(q)
MD and P

(q)
FA

with P
(q)
MD,x and P

(q)
FA,x in (35)-(36).

2) System-wide notification: The main difference compared
to the previous case is that the expressions for P

(q)
x,0 [t] and

P
(q)
x,1 [t], which account for the probabilities of (not) interfering

the PU system at time t given the history H̃t and z
(q)
x [t] = 1,

are more intricate. Specifically, instead of (33) and (34) we
have

P
(q)
x,0 [t] :=

(
1− ιm,x(p

∗
m∗,n∗ , s[t])

)
×

Q∏
u=1,u�=q

(
1−

∑
x′∈G

ιm,x′(p∗m∗,n∗ [t], s[t])β̂
(u)
x′ [t|t− 1]

)
(38)

P
(q)
x,1 [t] := 1− P

(q)
x,0 [t]. (39)

Note that, in this case, the above probabilities account for
the event of users other than q suffering interference. Once
these expressions have been modified, the correction step is
implemented by simply substituting (38)-(39) into (35)-(37).

Remark 3 (Loss of optimality due to estimation errors).
Clearly, the accuracy of the receiver maps β

(q)
x [t] as t → ∞

will affect the overall long-term objective P ∗ in (10a). If
PUs are static, SUs are mobile, and the tweets are error free,
then as t → ∞ the maps β

(q)
x [t] will converge to the true

PU locations z
(q)
x . Hence, the optimality loss will be zero.

However, if the conditions are such that errors do not vanish
with time (e.g., if the tweets are not error-free, or if the PUs are
mobile and their number Q is much higher than the number
of SUs M ), the value of the objective in (10a) will be smaller.
Intuitively, the loss of optimality will depend on the severity of
the errors on the receiver maps. Moreover, the loss will grow
linearly with θ∗, the multiplier associated with the interference
constraint. In this paper, the impact of errors will be assessed
only via numerical simulations. A rigorous analysis can be
implemented leveraging results from sensitivity analysis [32]
and will clearly depend on the specific model for the errors
in β

(q)
x [t]; see, e.g., [28], [35] for theoretical quantification of

the optimality loss for related RA problems.

V. NUMERICAL RESULTS

Consider the scenario depicted in Fig. 1, where M = 12
SU transceivers (marked with green circles) are deployed over
an area of 400 × 400 m and cooperate in routing packets to
the sink node U12. One data flow is simulated, and traffic is
generated at SUs NS := {1, 2, 3, 4, 7, 8}. A PU transmitter
(marked with a purple triangle) communicates with 2 PU re-
ceivers (purple rhombus) using a normalized power of 3 dBW .
The first PU receiver is located at x(1) = (x = 250, y = 280),
static, and it is served by the PU source during the entire
simulation interval t ∈ [1, 104]. The second PU is located at
x(2) = (130, 240), mobile, with φ

(q)
x,x′ [t] = 0.05 ∀x′ ∈ Gx,

and it is served by the PU source only during the interval
[1, 5× 103]. The PU system is protected by setting I = −70
dBW and imax = 0.05. The path loss is assumed to be
given by the following (deterministic) function of the distance
between transmitter and receiver γm,x = ‖xm−x‖−3.5

2 , while
a Rayleigh-distributed small-scale fading is simulated [24].

From the sensing phase, the SU system can acquire an esti-
mate of the PU source location, and of its coverage region (see,
e.g., [11]–[13]). The PU coverage region is then discretized
using uniformly spaced grid points (marked with gray squares
in Fig. 1), each one covering an area of 8 × 8 m. To assess
robustness to model mismatches, it is assumed that: i) the SUs
have imperfect knowledge of the PU transition probabilities,
which are supposed to be φ̂

(q)
x,x′ = 0.01 for both receivers; and,

ii) when the system-wide interference notification strategy is
adopted (see Section IV-B), the presumed number of PUs is
always Q = 2, even in the interval [5× 103, 104] where only
one PU receiver is present. The multipliers are initialized as
λk
m[0] = 0.1, πm[0] = 0.03, and θ[0] = 40, while the stepsizes

are set to μλ = 0.5, μπ = 0.03, and μθ = 0.3.
The (performance of the) proposed RA is compared with:

s1) an approach where the beliefs are set to 1 for grid points
on the boundary of the PU coverage region [10], [13], [14];
and,
s2) a scheme where perfect PSI (including that of SU-to-PU
instantaneous channels) is available.

Clearly, s2 represents an unrealistic scenario, but it serves
as a benchmark to assess the performance loss incurred by the
lack of full SU-PU coordination. For strategies s1-s2, θ[0] is
set to 5. A normalized bandwidth W = 1 is considered; hence,
instantaneous and average rates are expressed in bit/s/Hz. All
nodes NS generate best-effort traffic (a1,min

m = 0), with a
maximum average rate of a1,max

m = 1 bit/s/Hz. Utility and
cost functions are V k

m = log2(a
k
m) and Jm(p̄m) = p̄2m,

respectively, while the coding SINR gap is set to κm = 1
for all Um.

To highlight the benefits of the PU receiver maps, the total
average exogenous rate ā[t] := (1/t)

∑
m∈NS

∑t
τ=1 a

1
m[τ ]

achieved by the proposed joint RA and receiver map algorithm
is depicted in the upper subplot of Fig. 2, and it is compared
with the ones obtained by s1 and s2. As expected, higher
average rates can be obtained when perfect CSI and PSI are
available. On the other hand, the proposed scheme markedly
outperforms s1, thus justifying the additional complexity re-
quired to implement the Bayesian map estimator. The strategy
based on a system-wide interference notification leads to
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moderately worse performance of the SU system compared to
the case where per-PU receiver tweets i(q)[t] are broadcasted.
This is however not surprising, since the strategy (c1) benefits
from additional information on the PU system (i.e., the PU
receiver that was interfered).

To further corroborate convergence and feasibility of the
proposed RA scheme, the running average of the interference
ī[t] := (1/t)

∑t
τ=1 i[τ ] is reported in the lower subplot of

Fig. 2. It can be clearly seen that the average interference con-
straints are enforced when both the proposed and benchmark
s2 algorithms are utilized. On the other hand, s1 results in an
over-conservative approach. This is because the instantaneous
probabilities of interference in this case are computed based
on the worst-case assumption that receivers are located on the
boundary of the PU coverage region, and thus the actual rate
of interference is far less than expected.

Pictorially, performance of the receiver localization scheme
can be assessed through the maps shown in Fig. 3 (strategy
c1) and Fig. 4 (strategy c2). The value (color) of a point in the
map represents the sum of the beliefs βx[t] :=

∑
q β

(q)
x [t|t]

at the corresponding grid point x. The chromatic scale uses
white for low (belief) values and red for high ones. For (c1),
a uniform distribution across the entire PU coverage region is
used for both β

(1)
x [0|0] and β

(2)
x [0|0]. On the other hand, for

(c2), a uniform distribution across the south-east and the south-
west quarters of the PU coverage region are used for β(1)

x [0|0]
and β

(2)
x [0|0], respectively. Maps in Figs. 3 (a), (b), and (c)

are acquired at t = 100, t = 1000, and t = 6000, respectively.
It can be seen that after 100 time slots, it is already possible
to unveil the areas where PU receivers are likely to reside.
Clearly, as time goes by, the localization accuracy improves
as corroborated by Figs. 3(b) and (c). Remarkably, the PU
receiver is perfectly localized in Fig. 3(c).

Recall that only one PU receiver is served by the PU source
when t > 5×103. Indeed, in the setup (c2), the beliefs peak at
the actual location of the PU receiver, as shown in Fig. 4(c).

TABLE I
CASE (c1): AVERAGE EXOGENOUS RATES [BIT/S/HZ] FOR DIFFERENT

DIMENSIONS OF THE GRID POINT (GP) [METER].

GP ā11 ā12 ā13 ā14 ā17 ā18
∑

i ā
1
i

3 0.181 0.138 0.181 0.190 0.289 0.281 1.541
5 0.161 0.130 0.157 0.173 0.304 0.301 1.507
7 0.169 0.137 0.150 0.182 0.299 0.272 1.470
9 0.157 0.150 0.136 0.174 0.298 0.263 1.459

15 0.151 0.149 0.139 0.153 0.250 0.190 1.309

TABLE II
CASE (c2): AVERAGE EXOGENOUS RATES [BIT/S/HZ] FOR DIFFERENT

DIMENSIONS OF THE GRID POINT (GP) [METER].

GP ā11 ā12 ā13 ā14 ā17 ā18
∑

i ā
1
i

3 0.174 0.127 0.154 0.182 0.314 0.324 1.275
5 0.176 0.157 0.163 0.186 0.296 0.273 1.248
7 0.161 0.168 0.167 0.180 0.284 0.243 1.204
9 0.167 0.148 0.175 0.177 0.313 0.260 1.240

15 0.159 0.143 0.182 0.169 0.265 0.268 1.187

The numerical results reveal that the two beliefs β
(1)
x [t|t] and

β
(2)
x [t|t] are (approximately) the same for all x, thus indicating

that just an upper bound on Q is sufficient to carry out the
receiver localization task.

Resolution of the grid G clearly affects the receiver lo-
calization accuracy; at the expense of an higher computa-
tional burden, finer grids allow the SU system to pinpoint
the receivers’ locations with higher accuracy [11]. This, is
turn, influences also the RA performance, as verified by
Table I. Specifically, Table I reports the running average rates
ā1i := (1/t)

∑
τ a

1
i [τ ], ∀ i ∈ NS at time t = 5 × 103, along

with the overall rate ā1 :=
∑

i∈NS
ā1i . A per-PU interference

notification strategy is implemented. It can be seen that the
total rate ā1 increases as the grid becomes more dense. Users
U7 and U8 achieve higher traffic rates, since they are just two
hops away from the destination; this can be observed also in
Table III, where the same results are reported for benchmark
s2. Remarkably, when each grid point covers a 3× 3 m area,
the gap between the overall exogenous rates obtained with the
proposed scheme, and the one with perfect CSI and PSI is of
just 0.001 bit/s/Hz. Further, thanks to the receiver maps, U8

can achieve high data rates (compared to the other SU sources)
even though it is geographically close to the PU system. On
the other hand, U8 achieves an average rate one order of
magnitude smaller by using the RA scheme s1, as shown
in Table III. The average exogenous rates achieved when
tweets i[t] are exchanged between the systems are reported
in Table II. Again, SUs attain higher rates by using a fine-
grained discretization of the PU coverage region. Strategy (c2)
leads to moderately worse performance of the SU system, and
the gap with the overall rates achieved using per-PU receiver
tweets i(q)[t] is on the same order in all the cases tested.

Next, the case where the secondary system does not cor-
rectly decode all the interference tweets is tested. Suppose that
the sink node U12 acts as an NC for the secondary system,
and assume that strategy (c2) is employed. The probability of
outage on the communication link between the PU transmitter
and SU U12 is set to PMD = 0.087, which corresponds
to the probability that the instantaneous SINR at U12 stays
below a given threshold [24]. Further, assume that each grid
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Fig. 3. Per-PU interference tweet: map of the sum-belief βx[t] per grid point x. (a) t = 100; (b) t = 1000; (c) t = 6000.
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Fig. 4. System-wide interference notification: map of the sum-belief βx[t] per grid point x. (a) t = 100; (b) t = 1000; (c) t = 6000.

TABLE III
CASES (s1) AND (s2): AVERAGE EXOGENOUS RATES [BIT/S/HZ].

ā11 ā12 ā13 ā14 ā17 ā18
∑

i ā
1
i

s1 0.128 0.077 0.059 0.139 0.256 0.066 0.725
s2 0.184 0.163 0.206 0.203 0.317 0.469 1.542

point covers an area of 8 × 8 m. The trajectory of the
cumulative moving average of the interference is shown Fig. 5.
Specifically, the cumulative moving average of both the actual
interference and the interference tweets received are plotted.
As expected, for t > 6000 the rate of correctly received
tweets floors at a level slightly lower than imax. Indeed, the
actual interference rate levels off at imax, thus protecting the
PU system from excessive interference despite communication
errors.

VI. CONCLUDING REMARKS

Dynamic cross-layer resource allocation and user local-
ization algorithms for an underlay multi-hop cognitive radio
network were designed. A robust recursive Bayesian approach
was developed to estimate (and track) the unknown location
of the PU receivers. The inputs of the estimator were the (past
and current) power transmitted by the secondary system, and
a binary interference notification (tweet) broadcasted by the
primary system. The schemes were found robust to errors on
the observations and accounted for PU mobility. The estimated
maps and the remaining CSI serve as input of a cross-layer
optimization. In particular, the resource allocation schemes
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Fig. 5. Average interference rate with communication outages.

were obtained as the solution of a constrained network-utility
maximization that optimized performance of the secondary
network and accounted for the distinctive features of the
cognitive setup, including a constraint that limited the long-
term probability of interfering the primary receivers. The op-
timal solution dictated how to adapt the resources at different
layers as a function of the perfect CSI of the SU-to-SU
links and the uncertain CSI of the SU-to-PU links. Numerical
results validated the novel approach and confirmed that such
a minimal feedback suffices to accurately estimate (and track)
the location of PU receivers.
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APPENDIX: PROOF OF PROPOSITIONS 3 AND 4

Rearranging the terms of L(Y,d∗) and isolating those
dependent on {rkm,n[t]}, {wm,n[t]}, and {pm,n[t]}, we
have that �g,s[

∑
(m,n)∈E [

∑
k r

k
n,mλk∗

m,n − π∗
mwm,npm,n −

θ∗wm,nim,n(pm,n)]]. Clearly, the latter is separable per-fading
state. Hence, maximizing the Lagrangian amounts to solving,
per fading state, the problem

max
{rkm,n,wm,n,pm,n}

∑
(m,n)∈E

[∑
k

rkn,mλk∗
m,n − π∗

mwm,npm,n

− θ∗wm,n�s[t][im,n(pm,n)]
]

(40a)

s.to
∑
k

rkn,m ≤ wm,nCm,n(g[t], pm,n) , ∀ (m,n) ∈ E (40b)

∑
(m,n)∈E

wm,n ≤ 1, pm,n ∈ [0, pmax
m ], wm,n ∈ [0, 1], (40c)

where the constraints not dualized have been written explicitly.
Consider first solving (40) w.r.t. {rkm,n}. Per link (m,n),

and for any given value of wm,n and pm,n, rates rk∗m,n ≥ 0
are obtained by maximizing a linear function over a simplex.
Thus, the optimal arguments rk∗m,n will lie on the boundary
of the constraints. Recall that λ∗

m,n = maxk λ
k∗
m,n and define

Km,n := {k : λ∗
m,n = λk∗

m,n}. Then, it is straightforward
to show that: i) if λk∗

m,n ≤ 0, then rk∗m,n = 0 for all k;
and if λk∗

m,n > 0, then rk∗m,n = 0 for k /∈ Km,n and∑
k∈Km,n

rkn,m = wm,nCm,n(g[t], pm,n). This is in fact, the
main result in Proposition 4. As a special case, when all
weights λk∗

m,n are different, one has the “winner-takes-all”
solution (21).

After substituting {rk∗m,n} into (40a), one can drop constraint
(40b) and replace

∑
k r

k
n,mλk∗

m,n with
∑

Km,n
rkn,mλ∗

m,n and
the latter with wm,nCm,n(g[t], pm,n)λ

∗
m,n. Hence, the opti-

mum {w∗
m,n}, and {p∗m,n} are found by solving

max
{wm,n,pm,n}

∑
(m,n)∈E

[
wm,nCm,n(g[t], pm,n)λ

∗
m,n

− π∗
mwm,npm,n − θ∗wm,n�s[t][im,n(pm,n)]

]
(41a)

s.to
∑

(m,n)∈E
wm,n ≤ 1 , pm,n∈ [0, pmax

m ], wm,n∈ [0, 1]. (41b)

Recall that the definition of the link-quality
indicator is [cf. (17)] ϕm,n(g[t], pm,n) = λ∗

m,n

Cm,n(g[t], pm,n)−π∗
mwm,npm,n−θ∗wm,n�s[t][im,n(pm,n)].

Then, (41a) can be rewritten as

max
{wm,n,pm,n}

∑
(m,n)∈E

wm,nϕm,n(g[t], pm,n) . (42)

It is then clear that: i) for any value of wm,n, the optimal
power can be found separately as p∗m,n = argmaxpm,n

ϕm,n(g[t], pm,n) s. to pm,n ∈ [0, pmax
m ]; and ii) the

optimal scheduling coefficients are found as w∗
m,n =

argmax{wm,n}
∑

(m,n)∈Ewm,nϕm,n(g[t], p
∗
m,n) s. to wm,n ∈

[0, 1] and
∑

(m,n)∈E wm,n ≤ 1. Clearly, this is a linear
program and its solution lies on the boundary of the con-
straints. Specifically, defining M[t] := {(m,n) |(m,n) =
argmaxm′,n′ϕm′,n′(g[t], p∗m′,n′)}, it holds that w∗

m,n[t] = 0
if (m,n) /∈ M[t] and w∗

m,n[t] = 1 if (m,n) is the single

element in M[t]. The only case when the solution would
not lie on the boundary is if M[t] contained more than
one link. However, since ϕm,n(g[t], p

∗
m′,n′) is a function of

the state information (which is random), the probability of
two different links achieve the exact same value of is very
small (zero if the random variables are continuous). Moreover,
the algorithms in this paper replace the optimal multipliers
with (continuous) stochastic estimates, adding a new source
of randomness to ϕm,n(g[t], p

∗
m′,n′). These are precisely the

results in Proposition 3.
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