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Optimal Training and Redundant Precoding for Block
Transmissions With Application to Wireless OFDM

Shuichi Ohng Member, IEEEand Georgios B. Giannakisellow, IEEE

~ Abstract—The adoption of orthogonal frequency-division mul-  retraining is required, but they are often more complex and
tiplexing by wireless local area networks and audio/video broad- require longer data records than training-based approaches.
casting standards testifies to the importance of recovering block Instead of long training sequences at the beginning of the

precoded transmissions propagating through frequency-selective . . - g .
finite-impulse response (FIR) channels. Existing block transmis- transmitted record, inserting training symbols during the trans-

sion standards invoke bandwidth-consuming error control codes Mission is known as pilot symbol-aided modulation (PSAM),
to mitigate channel fades, and training sequences to identify the and was originally developed for time-selective channel estima-

FIR channels. To enable block-by-block receiver processing, we tion [3], [7] and synchronization [11], [15]. The inserted pilot

design redundant precoders with cyclic prefix and superimposed gy mpo|s in PSAM are separated from the information symbols
training sequences for optimal channel estimation and guaranteed . the ti d in 13 hile th t d pilot t
symbol detectability, regardless of the underlying frequency-selec- in the time domain [3], while the so-termed pilot tones (com-

tive FIR channels. Numerical results are presented to access the Plex exponentials in time) are separated from the information
performance of the designed training and precoding schemes. symbols in the frequency domain [13], [14]. In the superim-
Index Terms—Block transmissions, channel estimation, multi- posed (or spread-spectrum) pilot SChemes_’ of [7], [TS]' and [18],
path, orthogonal frequency-division multiplexing (OFDM), pilot & pseudonoise sequence is added to the information sequence.
tones. PSAM is also useful for decision-feedback (DF) equalization of
block transmissions [10] (see also [1], where optimum alloca-
tion of pilot symbols is pursued for DF equalization). However,
jointly optimal design of pilot tones and precoders for mitigation
LOCK transmissions relying on linear redundant filterof frequency-selective channels with block-by-block processing
bank precoding with cyclic prefixed (CP) or zero-paddeHas not been addressed.
(ZP) blocks have gained increasing interest recently for mit- This paper deals with linearly precoded symbol blocks with
igating frequency-selective multipath effects (see, e.g., [Huperimposed training blocks that can be jointly modeled as an
[11], [17], [19] and references therein). Redundancy removeffine precoder. Affine precoding was also discussed in [12],
interblock interference (IBl), and facilitates (even blindput the type of affine precoders suitable for optimal channel
acquisition of channel state information (CSI) at the receivesstimation and guaranteed symbol detection was not specified.
It also leads to data efficient, low-complexity linear equalizerafter developing our unifying block-modeling framework
[zero-forcing (ZF) or minimum mean-squared error (MMSE){Section 1I), we specify the design constraints for IBI can-
with guaranteed symbol detectability regardless of the zegellation, and block-by-block reception which enables linear
locations of the underlying finite-impulse response (FIRJhannel estimation that is decoupled from symbol detection
channel [17]. (Section lIl). Affine precoders are then designed to decouple
When CSI is available at the transmitter (e.g., through ghannel estimation from symbol detection and optimize the
feedback channel), optimal precoders and decoders becdgwst-squares (LS) channel estimator. Decoupling channel
available under various criteria [16], [17]. However, rapigstimation from symbol detection naturally leads to linearly
variations of the wireless channel render CSI feedback peecoded (LP) orthogonal frequency-division multiplexing
the transmitter outdated, and motivatbannel-independent (OFDM) systems with pilot tones. Subsequently, we design
precoders. On the other hand, because CSI is indispensablgilat tones for optimal LS channel estimation in the presence of
the receiver, training sequences are needed to acquire it. Bligkiite or colored noise (Section V). We also investigate optimal
schemes offer bandwidth-efficient alternatives, when frequegsdwer loading on information bearing and pilot symbols, and
design LP-OFDM systems that ensure symbol detectability
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Fig. 1. Schematic diagram for block transmissions. Fig. 2. Discrete-time baseband equivalent block model.

of size M. EachM x 1 block s(i) is precoded by a talV x The information block sizé/ is chosen to satisfy/ > L.
M precoding matrixA with generally complex-valued entries.We collectN' noisy samples in atV x 1 received vectot: (i)
SelectingV > M introduces redundancy, which will turn outthat can be expressed as (see, e.g., [19])

to be beneficial in mitigating the effects of frequency-selective

propagation. AnV x 1 block of training symbols, which are z(i) = Hou(i) + Hyu(i — 1) + n(4) )
also known to the receiver, is added to the precoded information
block to obtain whereH, andH; are square Toeplitz channel convolution ma-

trices with first column[k(0), h(1),...,k(L),0,...,0]", and
firstrow [0,...,0,h(L),h(L—1),...,h(1)], respectively; and

?

u(i) = As(i) +b (1) m(i) is a zero-mean additive noise. Presence of two succes-
sive transmitted blocks in each received block arises due to the
which is parallel-to-serial (P/S) tai(k), digital-to-analog channel of lengti + 1 (< N); the second term in (2) captures
(D/A) converted, and pulse shaped to yield the continuous-tirtige IBI.
signalu.(t) = > ;2 _ a(k)p(t — kT), wherep(t) denotes  To enable low-complexity block-by-block processing at the
the transmit filter, and’; stands for the symbol duration. receiver, we first eliminate 1BI by utilizing the so-called CP,
The transformation in (1) with = 0 models linearly pre- which is also employed by OFDM, the basic multicarrier mod-
coded block transmissions such as those considered in [2], [10ftion that has been adopted by many standards [4], [9].
[16], and [17]. On the other hand, with precodér= I, (1) Fig. 2 shows our discrete-time baseband equivalent model.
describes a block transmission with superimposed training @iscarding the CP at the receiver removes the IBI, provided that
pilot) symbols that in serial (nonredundant) form has been ust following design condition holds at the transmitter.
by [3], [7]. Note thath can describe both superimposed as well ALl. The lengthV of the redundant transmitted block is
as inserted training symbols (the latter is implemented whehosen to satisfiv > L + M.
b has nonzero entries, whers(i) has zero entries). To cap- LetN be defined agV := N—L. To describe the CP insertion
ture the generality of the redundant precoding in (1), we wilin matrix form, consider placing a cyclic replica of the ldst
henceforth, borrow the terminology of [12] and cakffinepre-  entries of anV x 1 vectorw at its top to create al x 1 vectors.
coding. For the mapping in (1) to be invertible, we will chooséhis augmentation can be represented byyan/V CP-inducing

the redundant precoder so that: matrixT'c, asv = Tepv With Ty, := [IT,, T3], wherel, :=
Cl. The N x M precoding matrixA is tall, and has full [0Lx(~-r),IL]"; I, denotes the identity matrix of sidg and
column rankM. 0.y (v—r) Stands for the, x (N — L) zero matrix. To enable

At the receiver, we assume perfect timing and carrier Sy'w_sertion and removal of the QP, and thus, cancellation of IBl,
chronization, and sample the output of the front-end fijte we select our general desgn_m (1) such that: L
(that is matched to the transmit pulse) at the symbol Tate. _A2- Matrix A and vectorb incorporate the CP; i.e.A =
As detailed in [11] and [15], preamble-based training can lﬁ?PA’ b = Tepb, v;hgreA is an N x M matrix andb :=
used for acquisition of timing and carrier frequency offsets (0),-..,b(N = 1)]"isanN x 1 vector i
the beginning of each transmission burst, e.g., by setting the in-IBI_ can be removed also by .ZP [19], butiin order to adhere
formation-bearing symbols to zero in (1). During the transmid0 €XIsting OFDM standards, this paper focuses on block trans-

sion, these offsets can be tracked using existing synchronizatmﬁspnS Wit_h CP. ) .
schemes (see [11], [15], and references therein). TakingA2 into account, we can rewrite the transmitted block

i .' (1 = TC { ’
Let h.(t) denote the overall impulse response of the transmit (1) asu(i) puli), where

filter, the cqntinuous-time channel, and the receive filter_. With u(i) = As(i) +b. 3)
Tmax denoting the maximum delay spread /af(¢), our dis-

crete-time baseband equivalent FIR chanhet,) := h.(n1), Discarding the CP fronz(i) can be described by the matrix
has ordell, = [, /Ts], where[ | stands for integer ceiling. R., = [Onxr,In]yyn, Whose leading zeros cancel the
The channeh(n) is considered linear time invariant over ongonzero entries off;, and remove the IBI sincR.,H, = 0

received block, but is allowed to vary from block to block. Befcf. (2)]. Specifically, we forme(i) := R.,Z(i), and use (2) to
cause we will only consider block-by-block receiver processingyrive at

we will omit time dependence and express the impulse response
of the discrete-time baseband equivalent channehés)}. (i) = Hu(i) + w(i) = HAs(i) + Bh + w(i) 4)
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wherew(i) := R.pn(i); h := [h(0), h(1),...,h(L)]"; Hisan diagonal entries. SincE™ is full rank, we have from (5) that

N x N circulant matrix with first columih”,0,...,0]7; Bis rank(B) = rank(DpFy.;) = rank(DpFy.1.), whereF .y, is

anN x (L + 1) column-wise circulant matrix with first column the K x (L + 1) matrix formed by theK rows of F.;, corre-

b; and in deriving (4), we used the commutativity of circulasponding to the nonzero entries Dfz. Sylvester's inequality

convolution to obtainib = Bh. now implies thatank(Dp) + rank(Fo.) — K < rank(B) <
The model (4) can be viewed asvatual two-user model, min(K, L + 1), or equivalently, that. + 1 < rank(B) <

where one user transmitgi), and the other oné through min(K, L + 1). To specify and interpret themk(B), consider

equivalent channel#f A and B, respectively. They interfere K > L + 1, and define the frequency-domain training block

with each other and, thus, it is desirable to decouple them, whiasb := Fb = (1/N/2)[B(1), B(W),...,B(WN-1)]T. The

in our single-user model amounts to separating channel estirfdlowing can be verified readily.

tion from symbol detection. Two questions arise at this point. Lemma 1: ThéeV-point FFT vectom of the training bloclb

What are the classes of precoders that decouple channel flmas X' > L + 1 nonzero values if and only if the training-based

symbol estimation? And what are their degrees of freedom amtrix B satisfies the design conditiadd2.

bandwidth characteristics? We address these questions in thé/henb is selected so thaB satisfiesC2, the LS channel

next section, where we design affine precodetsbj that en- estimator is given by [cf. (4)]

able such a separation using only linear operatiegsrdless

of the underlying FIR channdi. h = B'z(i) = h + BT [HAs(i) + w(i)] (6)

whereB' := (B"B)~'B" is the (minimum norm) pseudo-

inverse of B. Equation (6) contains a symbol-dependent noise
EstimatingH and recovering(z) from z(z) in (4) is a non- term which must be eliminated for the LS channel estimation

linear detection-estimation problem, and its optimal (e.g., in tle@ror to be minimized. Eliminating this term amounts to de-

maximume-likelihood (ML) sense) solution is often computasigning the affine precode#( b), or equivalently, 4, B), such

tionally prohibitive, and sometimes even impossible. As a couthat:

terexample, consideA = I, a channel with impulse response C3.Matrix B'HA = 0 for any FIR channel of ordef..

having sample mean equalto zefh (.., 1]h = 0),and ablock Interestingly, if one is able to design a class of affine pre-

s(4) with all entries equal to one. Sind#As(i) = 0, symbol coders satisfyin@3 for all FIR channels up to a given order,

detection is impossible. We will see that judicious desigdof then LS-optimal channel estimation becomes possible; and

can not only prevent this case, but also convert the nonlineaore important, channel estimation is no longer coupled to

problem to two low-complexity (albeit suboptimum) linear essymbol detection.

timation problems. To design affine precoders possessing the decoupling prop-
With reference to (4), let us suppose temporarily @} := erty C3 while also satisfyingC1 and C2, we will start with

H As(i) + w(i) acts as noise in the linear modeli) = Bh + a characterization of the class using properties of circulant

v(i). To be able to estimatk from (i) using linear LS, we matrices. Letd; be a column-wise circulant matrix with first

I1l. DECOUPLING SYMBOL FROM CHANNEL ESTIMATION

should select our training vectdrsuch that: column the:th column of A, which we denote ag;. Then, we
C2.TheN x (L+1) tall training circulant matrixB has full can write HA = [Hag,Ha1,...,Hay—1]; and sinceH is

column rankL + 1. circulant, it follows from the commutativity of circular convolu-
We wish to characterize the class of pilots satisfydg tionthatHa; = A;h; hence HA = [Aoh, A1h, ... Ay—1h].

Let us first recall that circulant matrices (likB) can be Based on this, we have th® HA = 0 if and only if

diagonalized by the fast Fourier transform (FFT) matriB™ A;h = 0, Vi € [0, M — 1]. Because the latter is to hold true
and its inverse (IFFT), with the diagonal entries being tHer anyh, we arrive at the following lemma.
frequency-response values 6f evaluated at the FFT grid Lemma 2: If matrixB satisfiesC2, then it also satisfie€3

[6, p. 202]. Specifically, letFF be the N x N FFT ma- if and only if

trix with (m,n)th entry [Fl,,,, = N~Y2W-"" where

W .= exp(j271r\/N). Let B(z) be theZ transform ofb defined B"A; =0, Vie[0,M —1]. @)
asB(z) := Zn;01 b(n)z~", andDp a diagonal matrix defined

asDp := diag[B(1), B(W),...,B(WN~1)]. SinceBisatall Lemma 2hows that for decoupling channel from symbol esti-

?

(column-wise) circulant matrix, its FFT-based diagonalizatiomation, not onlyb but also its circular shifts should be orthog-

yields onal toA.
As perLemma 2whetheIC3is satisfied or not depends on the
B=F"DgF,| (5) number of the nonzero diagonal entriedds. Letting N — K

be the number of zer®(W?)’s, we define the set of ordered
whereF ., is a submatrix of”, corresponding to the firdt+1  integer indexes
columns ofF, and’ denotes conjugated transposition. Equa-
tion (5) links the time-domain pilot matriB with its frequency-  Zo := {iz|B(W*) = 0,3, < ix41,k € [0,N — K —1]} (8)
domain counterpaD .
SupposeD hasK < N nonzero entries, anBp denotes and its complemerif;- containing thes&’ indexesi, for which
the correspondingd x K submatrix of Dp with all nonzero B(W*) # 0. If we define theK x 1 vectorb to contain thek



2116 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 50, NO. 12, DECEMBER 2002

nonzero entries of the FFT pilot vectiarthen the time-domain for reliable channel estimation decoupled from symbol
training vector can be written as detection.
3) It also offers degrees of freedom in choosif®y to
 HE M b L 0 optimize performance and guarantee symbol detection
b=F"b=F"Py {0] =F"Pp [b} ©) without CSI knowledge.

The bandwidth efficiency (that depends on the relative redun-
wherePz, (P71 ) is a permutation matrix collecting th€ pos-  dancy K /M) is given by
sibly dispersed nonzero entrigsf b at the top (bottom). Based
on these notational conventions, we can state our first result as M M M
' EM,K) == = = . 11
follows. ( ) N N+L M+K+L (11)

Theorem 1: Consider transmissions of information blocks of . , , , , ,
length M through an FIR channel of orddr using CP to avoid By selectinghl” > M and K" > K so thatM”/(M’ + K’ +

ISl as perAl andA2. Let K be the number of nonzero entriest) = M/(M + K + L), we can havé (M, K) = £(M', K').

of the FFT pilot vectob (note thatk corresponds to the redun- -1OWever, we will henceforth focus on the minimum possible
dancy added for training). FoiK € [L + 1,2L + 1], symbol block lengths, becau;e they minimize complexity and decoding
detection from precoded symbols can be decoupled from linglgl@y* It follows readily fromTheorem land (11) that:
channel estimation based on training symba&®)( regardless C(_)rollary L The prec.:olders{A, b) of.T.heorem 1 aghleve
of the FIR channel@3), if and only if the precoded blocks haveM@Ximum bandwidth efficiency and minimum decoding delay

lengthV > M + K, and the affine precoderg( b) are selected whepK = L +1.Inthis gaseé‘max =M/(M +2L + D).
from the class With assured decoupling, we next address optimum place-

ment and power loading of pilots for channel estimation.

On_ y
A ZFHPIOL [ (gKfXIXM} IV. OPTIMAL PLACEMENT AND POWER LOADING OF PILOTS
b:FHPIO [b] (10) Wel want to optimize the Io_cation (ie., selept the
set Z;-) as well as the power (i.e., choodg of pilots

where® is any full column rank matrixPz, and P,. are the i (10). Our criterion will be t(.) minimize the channel
_ _ il is the nonzero vectoro defined inmean-square error (MSE) for a given transmit power budget
permutation matrices, andl is f”z - P, = (1/N) Zl,elol |B(W)|2, where|| - || denotes

(9). Clearly, the minimum redun_dancy choice correspoqu e Euclidean norm, and the second equality follows from
N = M+L+1, and after accounting for the CP, the transmitte arseval's Theorem. Considering (6) wiBi HA — 0, the
block must have lengtly = M + 2L + 1. channel MSE is given by
Proof: See Appendix A.
With N — K = M and® = I in (10), the fact that, and
I contain nonoverlapping indexes implies that the precoded
symbolsAs(:) are loaded onV/ subcarriers (the columns of

F'") that are distinct from th& subcarriers which correspondator’ respectively, ani,, is the correlation matrix ab(i) in (4).

to the pilots used for channel estimation; i.e., (10) includes, a5 o ddition to additive white noise (AWN) WitlR,, = 021y
special case, OFDM with inserted pilot tones. Notwnhstandmg,e will allow w(¢) to be correlated in order to account for struc-

OFDM was not a_ssu_med priort, we reached it startmg tured (e.g., adjacent channel) interference. But let us first study
from block transmissions with CP. Interestingly, separatiqR . \\hite noise case

of information from pilot subcarriers in OFDM is necessary Selecting R — 21y in (12), we obtaino? =
and sufficient for channel-irrespective decoupling of symbols, Bt B v B . BHE)-1 ,I . h H
from linear channel estimation with minimum redundanc whr( ) = oytr( ) ].'. tis easy 0 show
Although training is inserted in the frequency domain (vi hat for an(L + 1)_f (L +1) pos't;"e definite matrGC.,
pilot tones), the training vectdrhas generally nonzero entries,t\gve ha_vetr(C)tr(C_ ) 2 (L +1)°, where the equality
and it is, thus, superimposed ofs(i) in the time domain. ggtsc'f S;(: Ort]rlﬁls Ifa(rj:d Thec%;[ltrt(;(;BSgg)E}*P()igze;(;,it(i:\?en-
This can be thought of as the dual of PSAM [3], where pik;ge 6 't. ? d thato? > o2(L + 1)2 BHBp ith
symbols are inserted periodically in the time domain to coge €. We Tind thatoy = (L + 1)°/tx( ), wi

of = B{lh—h|’} = x(B'R,B™)  (12)

whereFE{-} andtr(-) denote the expectation and the trace oper-

with time-selective channels. equality if and only if BB = I, for some nonzero
But Theorem Igoes beyond OFDM® = I). It introduces Sonstantc. It follows from the constraint[p|* = P,

the class of LP-OFDM, which generalizes OFDM in three dffiat t(B"B) = (L + 1)P,, and the equality in

rections of practical importance. op > oy (L+1)/P, holdsifand only ifB™B = P, I.,. But,

s H v % - ~ . % .
1) It allowsZ, (and accordinglyZ:) to vary from block to from B"B = Fo..DpDpFor = Polrs with Vg{enotlng
block, which corresponds to shifting (or hopping) inforeomplex conjugation, we obtailb ;D = Py(Fo.. Fo..) "

mation and pilot subcarriers that will turn out to improve

performance without CSI knowledge at the transmitter. 1Although not dealt with in this paper, we have shown thaffor> K., =
2L + 1, the class of necessary and sufficient precoder€ibC3 is different

2) It provides degrees of freedom to optimize the pOwgm tnat ofTheorem 1Different precoders result also when the CP is replaced
allocation (viab), and the pilots’ location (viaPz,) by zP.
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SinCSD;;DB is diagonal,B"*B = P,I, if and only if §,, diagonal andB™'B = F&LD;DBFO:L, the channel MSE
Fy. F, ; isdiagonal. Recalling thd.,, isan(L+1)x (L+1) can be rewritten as
submatrix of theV x N FFT matrix, we deduce that"'B =

Pyl 141 if and only if ForFl, = [(L +1)/N|I 41, and o} = tr[(Fy  Fo.r) " (D Dp) " 8] (14)

hence,DyDp = [NPy/(L + 1)[I141. Thus, the minimum

channel MSE is attained if and only if we select: Since(FgfLF():L)—l is positive definite andD, D)8, is
1) N = (L + 1)J for some nonzero integef; diagonal,a,% is bounded as follows:

2) the spacing of pilot tones to satidfy= I, + JI(I; € Z3")

for somely € [0, J — 1], andl € [1, L]; 5 SH o= 1 S (W)

3) the same power is loaded on each pilot tone. 7, Str [(F0=LF° L) } err [BOWL) (15)
Design rule 2) suggests choosifig in (10) so that the pilots
(entries ofb) are equispaced nonzero entriesgivhenl, # 0 Notice that tr[(F Fo.1)~!] does not depend on the
equispaced should be understood in a circular sense; i.e., afi¢innel MSE. Targeting designs that do not require knowl-
periodically repeating). . o edge of the noise statistics at the transmitter, we design

_Th|s_ §hows that in AWN, the optlmal pilots in the sense Qur pilot tones so that they minimizer[(FgfLFo:L)—l].
minimizing the channel MSE [or in the ML sense whefi) £, tr(FH For) = (L + 1)?/N, we deduce that
is additive white Gaussian noise (AWGN)] are those that am(pﬁ P 0:§_1]' > (L + 12t (Fﬁ For) = N
equispaced and equipowered. This is also corroborated intu~" 02" %L = "o o:L) = '

S T L . .

itively if we think of probing harmonics that are to be resolved!"ce: tr{(Fo L For)™] is minimized if and only if

in the output of a system identification experiment. In AWNFo..Fo.. = [(L + 1)/NlIL1, i.e., when the pilot tones

these harmonics are easier to retrieve when they are maxim&ll§¢ eqwspaced. _

separated over the finite-length observation record. But max-If the pilot tones are equispaced, then we have from (14) that

imum separation over a finite length is a necessary and suffi- .

N S S (W)
L+1 |B(W')|?
liGl’Ol

12

cient condition for equidistant spacing. In summary, we proved o2
the following. 4
Theorem 2: Ifw(i) is AWN with variance 2, then the min-

imum channel MSE for a fixed power constrdjipt|?> = P, is SL - max S, (W) - Z % (16)
attained forK = L + 1 if and only if the pilot tones are equi- L+1 very LeTE |BW)]
spaced and equipowered. Then, the minimum channel MSE is
given by Under the constrainEliGIOL |B(W!)|2 = NP, this upper
bound is minimized if and only if we setB(W')|? to
s2 LAl (13) be constant, such thaB(W")? = NP/(L + 1) for
h,opt Py v l; € I, ie., when the pilot tones are equipowered. For

equispaced and equipowered pilot tones, Wiy, Fop) ! =
HY/ (L + DI p41 and (DpDp)~" = [(L + 1)/NP I 41,
we obtain from (14) that

Recalling that the channel h#st 1 taps,Theorem 2mplies
that the minimum channel MSE is achieved even with t
minimum number of pilot tones required for channel estimatio

It also asserts that equispaced as well as equipowered pilot ) 1 5 1 l
tones are necessary and sufficient to attain the minimum MSE. o = ﬂtr(Sw) =2 > Su(Wh). 17)
In contrast, [13, Th. 1hssumedequipowered pilots in order LETy

to establish optimality of equispaced pilots, in the presence ) ] .
of AWN. Interestingly, it will turn out that if the noise powerwe can summarize our results in the presence of colored noise
spectral density (psd) is available at the transmitter, whi@s follows. _ .

noise is the worst-case scenario in terms of channel estimatior] "€orem 3: Let the number of pilot tones be minimum for
accuracy, which motivates looking into the colored noise caSEa””e_| estimation; i.e’ = L + 1. Suppose that the addi-

as well (also not addressed by [13]). tive noise is stationary with zero mean and &g(z). Under

Let the number of pilot tones be minimum for block-by-blockne power con;trainﬂb||2 = P, the upper bound (15) on the
channel estimation, i.e. K = I + 1. Recalling the channel MSE is asymptotically (26 — oo) minimized if the

discussion following (5), we can write the pseudoinpilOt tones are_eql_Jispaced and equipowered, and the minimum
verse of BF'DpFy; as Bt = (B"B)~'B" channel MSE is given by (17) . .
(BHB)_lﬁ,H_ DF Substituting this into  (12), we Theorem 3|mpl|e§ that without kr_10W|ng the_n0|se psd at
N 0:L=B Moo 9 pH s T the transmitter, equispaced and equipowered pilot tones are op-
obtain % = tr[(BB) “Fo. DpFR,F _DBF0=L,]' timal in the sense of minimizing the upper bound of the channel
For N sufficiently large, R, can be diagonalized \ g |f we set® = I,;, Theorems 2and3 show the opti-
by FFT and IFFT matrices; hence, we havg = mality of conventional OFDM transmissions with equispaced
tr[(BYB)2F,  Ds8.,DpFo), where §, is an and equipowered pilot tones in terms of bandwidth efficiency
(L + 1) x (L + 1) diagonal matrix with/;th entry S,,(W') and MMSE channel estimation performance. Recall, however,
equal to the psd of the noise evaluatedidt for /; € Z;-. With  that (10) offers degrees of freedom in designédg
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According to our pilot design rules 1) and 2), there dre channel estimate. Thus, we henceforth resiiégh (10) to be
possible sets of indexes for equispaced pilot tones, definedoathogonal.
Iy; = {j + Ji|l € [0,L]} for j € [0, — 1]. For colored  The ZF equalizer output based on the channel estirfate
noise, these sets yield different channel MSE in general (&.given bys(i) = (HA)'z(i). Define the normalized symbol
(17)). For colored noise with varianeé , one readily finds that MSE as
min;(1/Py) 32y, ezt Sw(Wh) < (L+1)/Pyo? . This implies
that if the noise ps’é is available at the transmitter, one can se- o2 :=
lect the optimal set to obtain the minimum channel MSE, which
is always less than the channel MSE for the white noise caggnce N > 1. andA is orthogonal, we may approximateA’
Otherwise, shifting (or hopping) these sets from block to blogig 4 4™ ~ 1. Based on this approximation, we show in
is well motivated, because treveragechannel MSE will be  appendix B that ifH is invertible and well conditioned, then

lowered. _ N 0% can be approximated as
If we randomly choose one set with equal probability (or shift

E{lsG) —s@)2) _ E{sG) — s()]?)
B - Moz @9

the set from block to block), then the average channel MSE is 5 1 g2 [ Ow 9 21
found after scaling (17) withh = N/(L + 1) 75 = M” Il 302 T ) (21)
| -l L=l We will allocate power on information bearing and pilot sym-
ol & 57 YN S, = BN S SL (). b?b ) tk(;at _tEe S)I/mboIfMSE |n|_(21) is minimized. I;or_sm-
v 50 Lets, bV = plicity, and without loss of generality, we can def||u(i)||*} =

as) E{lAs()IP} + B> = 1 with E{|[As(i)[|*} = P, = a (=

For N sufficiently large, the average channel MSE is asymp¢s03), and|[||> = P, = 1 — a for 0 < o < 1. The value of
totically given byo2 (L + 1)/P,. Interestingly, it is equal to @ d|ctat¢s the power aIIocaFed to information symbols and can
the minimum channel MSE for AWN with the same variancB® considered as the effective symbol power (rate).

[cf. (13)]. Recall that the precoder must also shift (or hop) ac- ReWriting (13) as7? = (L + 1)o7, /(1 — «), we can express
cording to the set of pilot tones throug?)% in (10), and hence, (21) as
the resulting bit error rate (BER) will be also averaged.

_ 1
Ll TS 22)

L+1
M(1—a)
V. OPTIMAL POWER ALLOCATION AND PRECODERSELECTION

. . i i By differentiating (22) with respect ta, the minimumo?
The ultimate goal is to allocate power and design affine Pr&fday,, are found as '
op

coders that minimize BER for a given transmit-power budget.

,opt

However, we will rely here on an approximate (but tractable) 11 2
expression for the symbol MSE at the output of the ZF equal- 02 opt =IH |7 02, <1 +4/ 7) (23)
izer constructed from the LS channel estimate given by (6).
We assume that the information blogk) is white with zero e 1 (24)
mean, and correlation?I,,, and that the AWN has variance ort Ty N [(L+1)

M

o2 . Because MSE (or BER) performance depends critically on

the channel estimation accuracy, we will confine ourselves i®us, we arrive at the following theorem.

equispaced and equipowered pilot tones that we have found opTheorem 4: Let the information bloeki) be white with zero

timal for channel estimatioriTfheorem 2 mean and correlatiom2I;; and the noise be AWN with vari-

For the moment, let us consider the ZF equalizer based Sfces? . Suppose that the number of pilot tonessis= L +

the exact CSI which generatgg (i) := (HA)'x(i), and letus 1 and that the precoder is orthogonal. If we set the effective

bound the symbol MSE using (4) a@B ((HA)'B = 0) as  sympol power (rate) as in (24), then the minimum symbol MSE

follows: of the ZF equalizer constructed from the LS channel estimator
is approximately attained and is given by (23), provided that the

E{||5.5(i) — s(0)||*} = o2 |(HA)'||% < o2 ||H'||% ||AT||2  channel matrixH is invertible and well conditioned.

(29) Theorem 4olds true for most practical constellations, which
where [|A]|r = [tr(A’*A)]'/2. If CSI is available at the provide white information blocks. Interestingky,,,. depends
transmitter, then minimizing the symbol MSE amountenly on the ratio of the numbef + 1 of pilot tones over the
to minimizing ||(HA)'||2 over A. However, targeting a number M of information symbols. AsM increases ot
channel-independent precoder, it is reasonable to look fer arincreases, and more power is loaded on information symbols.
that minimizes||A"||% in (19). Conversely, as the channel ordefincreasesg,,,; decreases,

Under the power constrai; := E{||As|*} = ¢2||A||%, and more power is allocated to pilot tones to obtain reliable
and using the fact th@jta||%||AT||2 > M?, we find that| AT||2.  channel estimates.
is minimized if and only if4 is orthogonal, i.e.A™ A = ¢, I, The minimum number of = L + 1 pilot tones per block
wherec, := P, /(Mo?). If the channel estimation error is suf-is dictated by our objective of coping with fast-fading channels
ficiently small, the same argument applies asymptotically to thieat may change from block to block. However, there are wire-
symbol MSE of the ZF equalizer output that is based on thess settings (e.g., low-speed HIPERLAN2) where the channel
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does not change as fast. Certainly, if thén-order channel re- one FFT at the receiver, it is computationally more efficient than
mains invariant over a frame of at ledst- 1 OFDM symbols LP-OFDM. The bandwidth efficiency loss along with the extra
(blocks), then we can have only one pilot per block which shoutthmputations is the price we have to pay for the universal prop-
shift (hop) from block to block, so thdt + 1 equipowered pi- erty of assuring symbol detectability over all FIR channels of
lots are equidistant within the frame. Similarly, if the channeirder L.
changes, say, every two blocks, then we can havel{fodd) Precoders ensuring channel-independent symbol de-
(L + 1)/2 pilots in each block that are equipowered and reectability enable the full multipath diversity that becomes
main equidistant over the two blocks. One could argue that thesailable with the underlying frequency-selective channel,
options are subsumed by our analysis if the frame of blockence, for channels witlh, + 1 independent identically dis-
is viewed as a single superblock. However, further researchtitbuted (i.i.d.) complex Gaussian taps, LP-OFDM unleashes
needed to delineate the following tradeoffs that appear in sutte maximum possible diversity of ordér + 1 [20]. Tradi-
cases: smaller block sizes imply shorter and faster FFTs whdiemally, error control codes have been used to increase the
output exhibits lower peak-to-average power ratio (PAR) thdtversity of uncoded OFDM over fading channels, from order
leads to higher power efficiency; furthermore, having to all®ne, to an order equal t@.,;,, whered,;, is the Hamming
cate power to less thah + 1 pilots per subblock increases thelistance of the code used. For a givéd ¢ L, M) code, the
percentage of power dedicated to the information-bearing sy®ingleton bound asserts thaf;,, < M+ L—-M+1 < L+ 1.
bols. On the other hand, one increases the decoding delay (siHowever, as codes witlh,;, = L + 1 are not availablé/M,
the channel estimator requirést 1 pilots anyway) and also re- L sizes, LP-OFDM can enjoy higher diversity gain than coded
duces bandwidth efficiency because more than one CP of len@RDM (COFDM) [20]. Certainly, to collect the full diversity
L is needed to remove IBI. gain that LP-OFDM enables, ML decoding is required, which

So far, we assumed that the circulant channel marin (6) can be computationally more demanding than ML decoding
is invertible. If the channel has nulls on the FFT grid, tlEbe- of convolutionally coded OFDM that typically relies on the
comes singular, and hence, symbol detection is not guarantged Viterbi algorithm (SOVA). However, there are LP-OFDM
[17], [19]. To assurehannel-independemmvertibility of HA, precoders that allow application of SOVA decoding, and others
we rely on the judicious selection @ suggested by [5], [19], that can afford near-ML (soft) decoding with complexity as low
and [20] for generalized multicarrier (GMC) CDMA. With thisas cubic in the block size (those include the sphere decoding,
® # I choice, our block transmission in (10) can be viewed &midefinite programming, or probability data association
an LP-OFDM modulation. LP-OFDM usds+ 1 subcarriers for algorithms) [20]. For detailed derivations on diversity and
pilots and adopts afi/ + L) x M orthogonal matriX® in (10), coding-gain analyses of LP-OFDM, batch and iterative de-
which distributes each symbol across subcarriers by assignfi§ling options, complexity versus performance tradeoffs, and
different linear combinations of symbols per subcarrier. Matrikomparisons between LP-OFDM and COFDM, we refer the
® introduces redundancy of length such that: reader to [20].

A3. Any M rows of® are linearly independent One speciaP satisfyingA3 is the submatrix formed by/

The channel matrix H can be diagonalized columns of thg M + L) x (M + L) FFT matrix; €.9.© =
by F to obtain HA — F'Dy©, where Friroa-1 thathas the firsh/ columns of the(M + L) x
Dy = diag[H(W),..., H(Win+i-1)] for i, € Iy (M_+ L) FFT matrix. This selec_:tlon generates a S|mple pre-
coding matrixA with 0 and 1 entries, and results in nothing but
a CP, single carrier, block transmission.

Suppose, for simplicity, that the channel estimate is perfect,
and that the channel has no nulls on the FFT grid. Then, the

(in < im if n < m), H(z) is the channel transfer function
defined asi (z) := S5 h(n)z—", andF"* isanN x (M + L)
matrix with nth column equal to the, th column of F”* for
n € [0,M + L — 1]. Because the channel has orderat ; : N I e
most, L values of H(Wi~) are zero. UndeA3, Dy®, and symbol estimate is (i) = ATI{{ 2(i) = (i) + (i),
hence,H A have full column rank, regardless of the channd{Nerew(i) := FliironDy F ’”( ). For M sufficiently
nulls. Therefore, channel-independent symbol detectabilityla&rge, the correlation matrix of” w(i) is asymptotically
guaranteed, while bandwidth efficiency and optimal symbeliagonal withnth entryS,,(W~). It follows that the diagonal

power are given, respectively, by entries of Ry, := E{w(i)w’*(i)} are equal, and are given by

> ez, Sw(Wi)/|[H(W)[? that is, all entries of,(i) are
M in €20
gOLpT; OFbM .____ % corrupted by (scalar) i.i.d. noise. In other words, the channel

M + 3L +1 and noise effects on each entrysf(7) areaveraged over one
otf-OFDM . __ = - = (25) block This implies that the affine precoder with FFT-bag@d

o ] (L+1) is robust to the channel f d the noise col

+\/ e is robust to the channel frequency response and the noise color.

It enables one to control the BER averaged over one (even
For a fixed block siz€V, LP-OFDM incurs a small efficiency uncoded) information block only by selecting the appropriate
loss compared to OFDM. In addition, LP-OFDM necessitatésansmit power without knowledge of the channel and the noise
an extra multiplication byd at the transmitter as well as matrixspectrum at the transmitter. In contrast, for the conventional
inversion and multiplication for ZF equalization, which require® FDM with ® = I, thenth entry ofs,¢(7) is contaminated by
O(N?) computations. The latter requir€ N log N) compu- a noise term with variancg,,(W)/|H(W)|2. This means
tations due to two FFTs at the receiver. For hard-decision dbat the BER for theuth entry of the symbol block degrades
coding, as OFDM entails only one IFFT at the transmitter arwhenS,, (W) is large and/or whepH (W=)| is small. Thus,
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TABLE | 20 ' ' —= :
CHANNEL MSE (N DECIBELS) FOR DIFFERENT EQUISPACED e 88Egm ;ggg
PILOT TONES(SNR = 10 dB) 15 —o. LP-OFDM 10dB
—«. LP-OFDM 20dB
white noise colored noise 10t * _ _
best set  hopping  worst set &
empirical -14.0 —18.1(1({-5) -14.1 -10.1(Z3,) 2 |
theoretical | -14.0 | -185(ZL,) -140  -9.46 (Td,) W S
* =
8 of
error control coding and interleaving are the only remedies for  ©
conventional wireless OFDM transmissions. Unlike wireless,
wireline (e.g., X-DSL) modems have the extra option of power _1ot
and bit-loading strategies to control the average BER across fixed 7
each information block. -15, 0z Y E—— o8 1

effective power of s'ymbols

VI. SIMULATED PERFORMANCE
Fig. 3. COFDM over a fixed channel: theoretical symbol MSE (solid
A. COFDM and LP-OFDM line) and empirical symbol MSE (dashed-dotted)S®R = 10 dB. For

We set the block size to b& = 70, and the guard interval (Fij?gﬁ"egdh_ggﬁggﬁ:ﬂf’ =10dB, 20 dB): COFDM (solid lines); LP-OFDM

length (channel order)tokle = 6. With M = N — (2L+1) =
57, we compared two OFDM transmission systems over fre-
guency-selective channels; namely, COFDM vith= I3 and 2) Power Allocation Between Information-Bearing and
(63,57) Bose—Chaudhuri-Hocquengem (BCH) codes, agaift#@t Symbols: To validate our approximate expression (22)
LP-OFDM with ® = Fj o.56. We randomly generated binaryfor the symbol MSE, we evaluated and compared it with
messages of |ength 57. For COFDM, messages were Code(ﬁﬁipirical values for COFDM with a fixed channel and white
BCH (63,57) with minimum Hamming distanek,, = 3 < hoIse. The symbol MSE was computed from the difference
L + 1 = 7 and then binary coded, while for LP-OFDM, theyOf the transmitted and the ZF-equalized information block.
were only binary coded. As LP-OFDM enables the full diverIhe channel matriH is invertible with|[H (|3 ~ 342. The
sity of orderL + 1 = 7, while COFDM can enable diversity OPtimuma was found from (23) to bev,,e = 0.75. Fig. 3
only up to orderd,, = 3, we expect LP-OFDM to outper- shows agreement between the theoretical symbol MSE and the
form COFDM with soft ML decoding. With superior diversity@Mmpirical symbol MSE. It is observed that the symbol MSE
gains, LP-OFDM can afford hard (or even linear) suboptimuffi flat around its minimum. SincgH ~'||3. is a scale factor
decoding. For this reason, we employed ZF equalization alft(22), the symbol MSE is robust to the choicecfor any
suboptimal hard-decision decoding, which also reduces cofftlannel not having nulls on (or close to) the FFT grid.
plexity and decoding delay. Fig. 3 also compares the symbol MSE of LP-OFDM and
For both OFDM systems. + 1 = 7 equispaced pilot COFDM as a function ofxr at SNR = 10 dB andSNR =
tones were inserted. Thus, both OFDM systems have the saifiedB for Rayleigh channels. The fluctuation of the symbol
bandwidth efficiencyM /(M + 3L + 1) = 0.75. We generated MSE with COFDM is due to some realizations having ill-con-
10* Rayleigh channels of sixth order with i.i.d. complexitioned channel matrices. Except for the fluctuation, we infer
zero-mean Gaussian taps, where each channel was normaltpéd both have minimum symbol MSE around,,;, and that
to have unit norm. We tested 4@FDM symbols for each the symbol MSE is flat around,,,;. LP-OFDM enjoys a 5-dB
channel realization, and averaged the results. The noise \gai over conventional OFDM across all SNR values. However,
either white or colored first-order Markov with coefficientit should be noted that the MSE of COFDM in Fig. 3 could
—0.9. We used the received signal-to-noise ratio (SNR) definedt exhibit frequency diversity gain, because the MSE are com-
asE{||Hu(i)||?}/E{||lw(i)|]*}. puted based on undecoded outputs of ZF equalizers, and un-
1) Channel MSE:Table | lists channel MSE (in dB) for coded OFDM does not have any frequency diversity gain.
white and colored noise &NR = 10 dB. Empirical channel  Fig. 4 illustrates the BER corresponding to Fig. 3. The BER
MSE was computed by averaging. For equipowered awrdrves for COFDM are smooth compared to its symbol MSE
equispaced pilots, the corresponding theoretical channel M8#tves in Fig. 3. In uncoded OFDM, this is due to channel
was evaluated by (13) for white noise, and by (17) for coloraullls located on (or close to) the FFT grid. The symbol error
noise. We also hopped equipowered pilot tones in different sgt®bability for these “bad subchannels” can be very high. Even
{Z50.Za4, - - -, L5} with equal probability. For a fixed set, when such a high error probability yields only a few detected
the empirically best and worst sets wefi¢. andZg-,, which symbols in error, the corresponding symbol MSE that is aver-
coincide with the theoretical ones. The difference betweeged over the information block is high. In other words, there is
channel MSE of the empirically best and worst sets is 8 dB. The exact one-to-one correspondence between symbol MSE and
channel MSE of hopped pilot tones lies between them, andB&ER. However, as we can see from from Fig. 4, there exists a
almost equal to the channel MSE for white noise. From Tabledtrong correspondence between symbol MSE and BER, and the
we infer that hopping pilots leads to moderate channel MS&inimum BER was also attained aroung,:, which validates
without requiring knowledge of the noise psd at the transmitterur design criterion.
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— white noise
—— colored noise
LP-OFDM

..............

| —— COFDM 10dB
—— COFDM20dB |
~-o- LP-OFDM 10dB |

o- LP-OFDM 20dB |
0 0.2 0.4 0.6 0.8 1 30 40 50 60
effective power of symbols entry

Fig. 4. BER versus for Rayleigh channelsSNR =10 dB, 20 dB): COFDM Fig.6. BER of OFDM and LP-OFDM for each symbol in one block for a fixed
(solid lines); LP-OFDM (dashed—dotted lines). channel §NR = 10 dB).

- ‘ B. Comparison Between Uncoded OFDM and LP-OFDM

To gain further insight into the performance of LP-OFDM,
we compared it with uncoded OFDM f@¥ = 64 andL = 7.
We set® = I5¢ for OFDM, and® = F'5 .45 for LP-OFDM.
For both OFDM systemsl, + 1 = 8 equispaced pilot tones
B R were utilized. We dealt with two cases, a fixed FIR channel of
§1o‘3-. \ seventh order with impulse response vector

h =[—0.3431 + 0.2715i,
— 0.0603 — 0.20217,0.1458 + 0.2076%,
—0.2907 4 0.40702, —0.2043 + 0.0989s,
5 . 0.1959 + 0.27044, —0.4199 + 0.04054,
= =017
5 T 25 0.3295 + 0.0052i]

worst
1 —=— hopping

| —e— best

| —— white noise

Fig. 5. BER of COFDM and LP-OFDM for Rayleigh channes £ 0.75): and Rayleigh char_mels of seventh order with i.i.d. complex
COFDM (solid lines), LP-OFDM (dashed-dotted lines). For colored noise, beggro-mean Gaussian taps. We conducted Mbnte Carlo

shift (with o), worst shift (with *), hopping with equal probability (wish). For - simulations and averaged the results. The symbols in infor-
white noise, hopping with equal probability (with +). mation blocks were drawn from a binary phase-shift keying
(BPSK) constellation, and the noise was either white or colored
The BER difference between COFDM and LP-OFDM cafirst-order Markov with coefficient-0.9.
not be discerned at 10 dB. The diversity gain can be deducedFig. 6 reports the BER of each symbol in the information
however, from the MSE of COFDM in Fig. 3. At 20 dB,block for OFDM and LP-OFDM with hopping pilot tones, re-
LP-OFDM has smaller BER, which confirms that LP-OFDMspectively. Recall that theth entry of the information block
enjoys higher diversity gain than COFDM. Further comparisoiier OFDM is loaded on thesth subcarrier. It can be observed
between LP-OFDM and COFDM with respect to complexityfrom Fig. 6 that for white noise, the BER of thgh symbol
diversity, and coding gains, as well as various decoding optiodspends on the frequency response of the channel. To mitigate
(hard, soft, and iterative) can be found in [20]. the channel effects, interleavers have been employed, tradition-
3) Colored Noise Casefor Rayleigh channels, Fig. 5ally to average the channel effecttatistically over multiple
depicts the BER of COFDM and LP-OFDM as a function oblocks. On the other hand, the BER of each entry of the infor-
SNR. LP-OFDM outperforms COFDM abo¥NR = 15 dB, mation symbol for LP-OFDM is relatively flat regardless of the
and the performance gain increases as SNR increases. ¢f@nnel, and the noise color except for the ends of each block.
COFDM, there is no significant difference between BERLP-OFDM, the channel effects are averadgeterministically
performance with different pilot tones. For LP-OFDM, hoppingver one block by®.
pilot tones leads to improved BER. Since hopping does notFig. 7 plots the BER of each entry of the information block
require knowledge of the noise psd at the transmitter andf@ Rayleigh channels. Since the channel effects were averaged,
easily implemented, it emerges as an attractive technique foe BER dependence of OFDM on the noise psd can be clearly
wireless OFDM. Particularly abo®NR = 15 dB, LP-OFDM seen. On the contrary, the BER curves of LP-OFDM are similar
with hopping pilot tones outperforms COFDM with all the setto those for the fixed channel shown in Fig. 6, as discussed in
of pilot tones considered here. the last paragraph of Section V.
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10 - : ' - ~ in the null space of these matrices, which is spanned by the

e noise remaining orthogonal FFT rows ¢ff)/}2'=*='. Thus, (26) is

true if and only if D&, = Fry1.n— 119, fOr some vector
é,,- With ® := (1//N'/?)[¢y, by, ..., b1, it follows from
&, = N'Y/?Fa,, that (26) and holds if and only D5 FA =
Fri1.n—1-1®, which completes the proof of the lemmam
Because F™ and P;, are full-rank matrices, we
can express without loss of generality our precoders as
A= F"P7, [©0", 07", where® and® are(N — K) x M
andK x M submatrices to be determined. Using this decompo-
sition of A in Lemma 2, we infer thatC3 holds true if and only

i if DpP7. (@7, 0M"" = Fr,i.n 1 1®, or equivalently,
- . \ - . A . T * H HH — T i
10 40 - 2 % - s o0 PIJ_DBPIL [@ ./@ ] = PId-FL+1:N*L*1§)' Choosmg
entry PZL( Pz.) to be the permutation matrix that moves the

Fig. 7. BER of OFDM and LP-OFDM for each symbol in one block forN K all- zero rows ofD; atthe top, the last equation leads to

Rayleigh channelsSNR = 10 dB). 0 0 ® Fo® 0=F,®
e ~ | =% R o 27)
o 5] 8] =Fel @ {o06 l e
where F, is formed by the topN — K rows of
To enable low-complexity block-by-block proces&nglr?;FLJrl ~—r—1 and Fy by its last K rows. Because
redundant precoders with CP and superimposed trainipg’is full column rank if and only if it is square or tall (i.e.,
symbols have been designed to decouple symbol detectign— Kk > N — 2L — 1 & K < 2L + 1), we find that
from LS-based channel estimation. Optimal pilot tones weg,d = 0 < & = 0for K < 2L + 1. Noting thatDp is
designed for channel estimation in the presence of white g§uare and full rank, we infer from (27) théit= 0 < © = 0,
colored noise. Optimal power loading scheme on informatiast equivalently, fromLemma 2andLemma 2'thatC3 holds if
symbols and pilot tones was derived based on an approximaif only if A = FHPIJ_ [@™,0]". Recalling thatk > L + 1
expression for the symbol MSE of the ZF equalizer constructgfinecessary and sufficient f@2, sinceN — K > M is nec-
from the channel estimate. To assure channel-independggéary foi® (and henceA) to be full column rank, we deduce
symbol detection, an LP-OFDM modulation was developeghatC2 andC3 are satisfied by the class of precoders given by
and was shown to be robust to channel effects and correla(gd) ifandonly if N > M + K andL +1 < K < 2L + 1,
noise. Simulations corroborated LP-OFDM’s improved perfoyhich completes the proof afheorem 1
mance over coded OFDM with the same bandwidth efficiency.

VIl. CONCLUSION

APPENDIX Il

APPENDIX | DERIVATION OF (21)

PROOF OFTHEOREM1 . L e .
For notational simplicity, we omit time indexes (in one block)

To proveTheorem 1we utilize the following lemma. and definel := HA, & := HA, AH := H— H, andA ¥ :=
Lemma 2": ConditionC3, or equivalently, (7) holds true if §& _ & — AHA. We assume tha¥ is full column rank, and
and only if there exists aGV — L — 1) x M matrix & sat- that AH is sufficiently small so tha#t can be approximated
isfying DpFA = Fri1.y-1-1®, where™ denotes complex a5 @t — ¥t — GTATE. This approximation is valid if the
conjugation andF'z ;1.1 is formed by th¢L + 1)stto the  channel matrix is well conditioned.
(N — L — 1)st columns of". By using®'B = (B'®)! = 0, the symbol estimated by
Proof: Similar to (5), the circulant matrix,,, satisfies the zF equalizer (constructed from channel estimates) is given
A, = F"D, F,r, where D, _is a diagonal matrix by 5 := (7 — $TAGEN)(Us + w) = s — TI(A®s —
defined asD 4, := diag[An(1), A(W), .., A (WND)] w) — BTA® T, If w and AW are sufficiently small, so that
with A, (z) = Y0 ; amnz™". Along with (5), this @AWy ~ 0, then the error can be approximatedass —
decomposition implies that (7) holds if and only if_wf(A®s— w). It follows that
Fl)l,DyD, Fo; = 0, where we also use#”'F = I.
If £, denotes théth column of F, thenD4_f, = D(f)an Ell3—sl’}=E{|2TAHAs|’}2ReE{w" " @TAH A5}
where D(f,) = diag[l,W',...,W®™ "D and @, := +E{||®Tw)|*}. (28)
[An (1), Apn(W), ..., A, (WN= 1)]T Because diagonal ma-

frices commute, we arrive at Since w and AH are statistically independent ok

" . with zero mean, the second term vanishes because
Fo.D(f))Dpén =0, Vme[0,M—1], VI€[0,L].  p{u"®"OIAHAs} = E{w" @O AHA}E{s} = 0.
B, (26) FromA™ A = ¢,I,,, we obtain
By direct substitution, one can verify thBY f,) circularly shifts o _
the rows of ™ so thatF; D(f,) for I € [0, L] yields L + I EF||7 =tr[H H ™ A(A7 A) "2 A™]
1 matrices that have FFT rowg! with n € {[0,L] U [N — _te(H'H " AA™)

L, N — 1]}. We note that (26) holds if and only B a, lies c2
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SubstitutingA A™ ~ ¢, Iy, we can approximatg® |2, as
1 _
1977 ~ —IH |7 (29)

Thus, the last term in (28) is given b {||¥Tw)|*} =

o2 || |3 ~ o2 ||H *||%/c.. On the other hand, the first term

can be approximated as
E{||¥TAHAs|*} = c,otr (PTE{AHAH™}¥) (30)

where we used the statistical independence betwee AH .
Defining the channel error vector &sh := h—h = Biw, from

[16]

(18]

[19]

2123

A. Scaglione, S. Barbarossa, and G. B. Giannakis, “Filterbank trans-
ceivers optimizing information rate in block transmissions over disper-
sive channels,[EEE Trans. Inform. Theoryol. 5, pp. 1019-1032, Apr.
1999.

A. Scaglione, G. B. Giannakis, and S. Barbarossa, “Redundant filter-
bank precoders and equalizers—Parts | andBEE Trans. Signal Pro-
cessingvol. 47, pp. 1988-2022, July 1999.

F. Tufvesson, M. Faulkner, P. Héeher, and O. Edfors, “OFDM time and
frequency synchronization by spread spectrum pilot techniqu@ydn.

8th Communication Theory Mini-Coniancouver, BC, Canada, June
1999, pp. 115-119.

Z. Wang and G. B. Giannakis, “Wireless multicarrier communications:
Where Fourier meets ShannolEEE Signal Processing Magvol. 47,

pp. 29-48, May 2000.

E{ARAR™} = 62 E{B'B™} = (62 /Py)I1 1, each entry
of the channel error vector is found to be mutually independent.

[20] ——, “Linearly precoded or coded OFDM against wireless channel
fades?,” inProc. 3rd IEEE Workshop Signal Processing Advances in
Wireless CommunicationMar. 2001, pp. 267-270.

Since AH is circulant with first columnA#, it turns out that
E{AHAH™} = U%LIN. Substituting this into (30) and using

(29),
lows that:

and after dividing byM o2, we obtain (21).

(1]

(2]

(3]

(4]

(5]

(6]
(71

(8]

(9]
[10]

[11]

[12]

[13]

(14]

[15]

we arrive att:{|[ W TAHAs||*} ~ olo?||[H |7 It fol-
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