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Abstract—We study a wireless access system with adaptive
modulation and coding (AMC) at the physical layer, finite-length
gueuing at the data link layer and a TCP protocol at the transport Wirel
layer. We analyze the end-to-end TCP performance via a fixed- e @
point procedure, that effectively couples TCP with the AMC- ‘
based wireless link. Guided by the performance analysis, we == Wired Networks Chient
present a simple cross-layer design, which optimizes the target
packet error rate in AMC at the physical layer, so that the TCP
throughput at the transport layer is maximized.

I. INTRODUCTION P
RTT
Wireless access is the “bottleneck” in wired-wireless net-
works, not only because wireless resources (bandwidth and Fig. 1. An end-to-end wired-wireless connection
power) are more scarce and expensive, but also because the _ __ _ _ __ _ _ _  _ _ _ _ _ _ _ _
overall system performance degrades markedly due to multi- r Transmitter ) r Receiver ]I
stimator

path fading, Doppler, and time-dispersive effects introduced
by the wireless propagation. In order to enhance spectral
efficiency while adhering to a target error performance over
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schemes have been widely used to match transmission pa- 77 Feedvack Chamnel

rameters to time-varying channel conditions (see e.g., [1], and

references therein). Fig. 2. The wireless link with combined queuing and AMC
However, most existing AMC designs are considered at

the physical layer. Their impact on, and the interaction with, II. SYSTEM MODEL

higher protocol layers remain largely un-resolved. We havge _—
developed a cross-layer design combining AMC with truncateAd System Description
automatic-repeat-request (ARQ) in [5], and investigated theFig. 1 illustrates an end-to-end connection between a server
interaction of AMC with finite-length queuing in [4]. On (source) and a client (destination), which includes a wireless
the other hand, performance of the transport control protodlk with a single-transmit and a single-receive antenna. As
(TCP) at the transport layer has been extensively studiggpicted in Fig. 2, a queue (buffer) is implemented at the
in both wired and wireless settings with fixed modulatioRase station of the wireless link, and operates in a first-in-
and coding (see e.g., [2], [6] and references therein). THest-out (FIFO) mode. The AMC controller follows the queue
coupling of TCP with adaptive forward error correction hagt the base station (transmitter), and the AMC selector is
been recently investigated in [3]. implemented at the.client.(receiver). The Iayerl structure of the
In this paper, we study an end-to-end connection equipp@bﬁtem under co_nS|d_erat|on and the processing units at each
with AMC at the physical layer, finite-length queuing at thé2yer are shown in Fig. 3. _ _
data link layer and the TCP protocol at the transport layer. WeAt the physical layer of the wireless link, we assume that
rely on appropriate analytical models for TCP and the wirele§aUltiple transmission modes are available, with each mode
link; and analyze the system performance via a fixed-poifPresenting a pair of a specific modulation format, and a
procedure [2]. Based on the performance analysis, we pres@fyard error correcting (FEC) code, as in the HIPERLAN/2
a simple cross-layer design, which optimizes the target pac?é‘ld the IEEE 802.11a standards. Based on channel estimation
error rate of AMC at the physical layer, in order to maximizé&t the receiver, the AMC selector determines the modulation-

the TCP throughput at the transport layer, when coupled wiggding pair (mode), which is sent back to the transmitter
finite-length queuing at the data link layer. through a feedback channel, for the AMC controller to update

the transmission mode. Coherent demodulation and maximum-
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dards, which are listed under Table I, in a rate ascending order.
Although we focus on TM in this paper, other transmission
modes can be similarly constructed.

At the data link layer of the base station (transmitter), the ) o
gueue has finite_|ength (Capacity) &f packets_ The queueAl: The channel is frequency ﬂat, and remains invariant per

is served by the AMC module at the physical layer. Th&ame, but is allowed to vary from frame to frame. This
customers of the queue are packets. corresponds to a block fading channel model, which is suitable

At the network layer, we will not deal with routing issues. for slowly-varying wireless channels. As a consequence, AMC

At the base station, the arrival process of the datagram str:ég"i‘djus"ed on a frame-by-frame basis.

Fig. 4. The processing units at each layer

is assumed to be independent of the AMC and queue statd&: Perfect CSl is available at the receiver relying on training-
At the transport layer of the server and the client, the TC ased channel estimation. The corresponding mode selection

Reno protocols are implemented, as in [6]. We assume s fed back to the transmitter without error and latency [1].

. - ! b ; A3: If the queue is full, the additional arriving packets will be
the reader is familiar with the TCP Reno “congestion Comrodropped, so that the overflow content is lost.

mechanism. Here, on]y the triple_-d.uplica_te acknowledgmeﬂh: Error detection based on CRC is perfect, provided that
(ACK) based congestion control is investigated. Other 'Ssugﬁﬁiciently reliable error detection CRC codes,are used.

Slf‘fCh as tlrrge-outawrl]ndow-sae fl|mh!tat|on and out-of-SequenGes. i+ 5 hacket is received incorrectly at the client after error

effects go eyoq the scope of this paper. detection, we declare loss of its encapsulated datagram, as
We next detail the frame, packet, datagram and segmeRi|| as the corresponding segment. Then, the triple-duplicate

structures, as depicted in Fig. 4: _ ACKs are generated, and assumed to be fed back to the server

i) At the physical layer, the data are transmitted frame byyithoyt error and queuing delay at the base station [2].

frame through the wireless link, where each frame containsag: packet loss in the wired networks is negligible compared

fixed number of symbols;). Given a fixed symbol rate, the yith that over the wireless link [4].

frame duration [y seconds) is constant, and represents thepq; fiat fading channels adhering to A1, the channel quality

time-unit throughout this paper. Each frame at the physicgl,, pe captured by a single parameter, namely the received

layer may contain one or more packets coming from the daigyna|-to-noise ratio (SNR). Since the channel varies from

link layer. , _ frame to frame, we adopt the general Nakagaminodel to
i) At the data link layer, each packet contains a fixed ”Umbeﬂescribefy statistically [1]. The received SNR per frame

of bits (V,), which include packet header, payload, and cyclig s a random variable with a Gamma probability density
redundancy check (CRC) bits. After modulation and codingnction:

with mode n of rate R, (bits/symbol) at the base station, 1

each packet is mapped to a symbol-block containiig R,, py(7) = MY exp <_m> 7 1)

symbols. Multiple such blocks, together with. pilot symbols ’ ymI(m) Y

and control parts, constitute one frame to be transmitted, as\/\}ﬂereﬁ .= E{y} is the average received SNR(m) :=

the HIPERLAN/2 and the IEEE 802.11a standards. If modg> ;m-1,-t 4 is the Gamma function, and is the Nakagami

n is used, it follows that the number of symbols per frame é:ing parameters > 1/2).

Ng; = N.+ N,Ny/R,,, which implies thatV,, (the number of -

packets per frame) depends on the chosen mode. B. Adaptive Modulation and Coding

iii) At the network layer, each datagram has fixed length of The objective of AMC is to maximize the data rate by

bytes including header and payload, which is contained in ordgjusting transmission parameters to channel variations, while

one packet at the data link layer. maintaining a prescribed packet error rdlg Let N denote

iv) At the transport layer, each segment contains a fixed numthe total number of transmission modes availabVe= 5 for

ber of bytes, which is transported by one datagram through thg1). As in [1], we assume constant power transmission, and

network. partition the entire SNR range infé§-+1 non-overlapping con-
We next list our operating assumptions: secutive intervals, with boundary points denotec{%}njol.



TABLE |
TRANSMISSION MODES WITH CONVOLUTIONALLY CODED MODULATION

| | Mode 1 | Mode 2 [ Mode 3| Mode 4 [ Mode 5 |

Modulation BPSK | QPSK | QPSK | 16-QAM | 64-QAM
Coding RateR, 2 2 374 3/4 3/4
R, (bits/sym.) 0.50 1.00 1.50 3.00 450

an 274.7229] 90.2514| 67.6181| 53.3987 | 35.3508
In 7.0032 | 3.4998 | 1.6883 | 0.3756 | 0.0900
Yon (dB) 15331 | 1.0942 | 3.9722 | 10.2488 | 15.9784

(The generator polynomial of the mother codegyis- [133,171]. )

In this case, Step 3 If n > 1, setn =n — 1 and go to Step 2; otherwise,
go to Step 4.

Step 4 Setyy = 0.

To avoid deep channel fades, no data are sent whet v < The SNR regiony,,y.+1) corresponding to transmission
~1, Which corresponds to the mode= 0 with rate Ry = 0 moden constitutes the channel state indexed:byfo describe
(bits/symbol). The design objective for AMC is to determinghe transition of these channel states, we rely on a finite state

moden is chosen, when € [y, Yn+1)- (2)

the boundary point:fw,,,}anol. Markov chain (FSMC) model, which we develop next.
For simplicity, we approximate the instantaneous packet _. . .
error rate (PER) as [5, eq. (5)]: . Finite Sate Markov Chain Channel Model
) As in [4], we adopt an FSMC channel model to analyze the
)L if 0<vy<vm, performance of our system. Assuming slow fading conditions
PER,(v) = . (3) e :
an exp (—gn7), it v >, so that transition happens only between adjacent states, the
. . . . robability of transition exceeding two consecutive states is
wheren is the mode index; is the received SNR, and thegero. ie y g
mode-dependent parameters, g,,, and~,,, are obtained by T Pn=0, |l—n|>2 ®)

fitting (3) to the exact PER [5]. With packet length, =
1,080, the fitting parameters for TM are provided in Table The adjacent-state transition probability can be determined by:
[5]. Based on (1) and (2), the mode will be chosen with

Ny T .
probability [1, eq. (34)]: Popi1 & P:(;)f’ ifn=0,...,N—1,
Ynt1 T(m,myn/5) — T(m, myns1/7) ()]
Pr(n) =/ py(V)dy = / T0m) +1/ : Py~ g"(TJ;, fn=1,...,N,
n ’ r(n

- . where N,, is the cross-rate of mode (either upward or
where T'(m,z) := [~ t™ 'e~'dt is the complementary downward), which can be estimated as:
incomplete Gamma function. L&RER,, denote the average

m—1
PER corresponding to mode In practice, we have,, > v, N, — [o5 70" fa (m%> exp (_ m%) . 0
and thus obtaiER,, in closed-form as (c.f. [1, eq.(37)]): ¥ im) \ ¥ 5

S 1 Ynt1 where f; denotes the mobility-induced Doppler spread. The
PER, = Pr(n) /., an exp(—=gn7y)Dy (7)dY ®) probability of staying at the same staieis:
_ 1 Qn <m>m L'(m, bpyn) — L(m, b ynt1) 1—=Puony1— Pan-1, if 0<n<N,
Pr(n) F(m> ,7 (bn)m 7 an = 1- PO,la if n= 07 (11)
whereb,, :== m/5 + g,. The average PER of AMC can then 1—PynN-1, if n=N.

be computed as the ratio of the average number of packets in

error over the total average number of transmitted packets [1];:Summary, we model the channel as an FSMC withi it
x (N + 1) state transition matrix, as in [4, eq. (9)]:
N R,Pr(n)PER,

° Pe=1F; : 12
25:1 R, Pr(n) ) [Piil(N+1)x(N+1) (12)

We want to find the threshold$~, 12"}, so that the
prescribedP, is achieved for each mod®ER,, = Py, which
naturally leads toPER = P, based on (6). GivenP, 7,
andm, the following threshold searching algorithm determin
{7, N7} and guarantees th&ER,, is exactly Py [4]:

Step I Setn = N, andyy,; = +oo.
Step 2 Search the unique,, € [0,7,1] that satisfies:

PER = 2

IIl. PERFORMANCEANALYSIS

To analyze the system performance, we will rely on a fixed-
point procedure, that has already been used for studying TCP
traffic both in wired environments and in wireless settings

]. This procedure is illustrated in Fig. 5, where the TCP
model is coupled with the wireless link (WL) model. Having as
input the traffic rateB at which data arrive from the transport
layer, the WL model yields as outputs the average delay per
PER, = P, . (7) segment over the wireless lifk,; and the segment loss rate




B time unit. Lett¢ index the time units, and’; (packets/time-

TGP Model »|  Wireless Link unit) denote the number of packets transmitted using AMC
<1 Model at timet¢. Corresponding to each transmission medéet c,,
Tw, p (packets/time-unit) denote the number of packets transmitted

per time-unit. We then have:
Fig. 5. The fixed-point analytical model
C, €C, C:={co,c1,-.-,¢N} a7

p. These two key parameters are given as inputs to the TGRere ¢, takes positive integer values. Suppose that for the
model, based on which we then derive new estimates of thge R = 1 transmission mode (e.g., Mode 2 in TM), a total
traffic arrival rate for the WL model. The procedure is repeatest J packets can be accommodated per frame. We then have
until convergence on the parameter estimates is reached. the- dR,,, whered is up to the designer’s choice.
steady-state behavior of the system can then be analyzed. Wgs specified in (17), the AMC module yields a queue server
next detail the analytical models for the TCP and WL. with a total of N + 1 StatES{Cn}ﬁ]:O, with the service process
C, representing the evolution of server states. Since the AMC
A. The TCP Modl moden is chosen when the channel enters the stateve
We adopt the TCP model established in [6]. The TCRodel the service procesS; as an FSMC with transition
segment sending rate (the average number of segments sestrix given by (12).
from the server per time-unit) is approximated as [6, eq. (30)]: 2) Queuing Analysis. Having modeled the queuing service
1 3 process, we now focus on the queue itself. Ugtdenote the
N — (13) queue state (the number of packets in the queue) at the end
RTTV 20p of time-unit¢, or, at the beginning of time-unit+ 1. Let A,
where RTT is the average end-to-end round-trip-tinie;= denote the number of packets arriving at timelt is clear
2 is the number of segments that are acknowledged byth@tU: € U :={0,1,..., K}, and4; € A:={0,1,...,00}.
received ACK; andp is the segment loss rate. Based ohlere,A: only needs to be stationary and independertf;cdnd
the TCP retransmission mechanism, the average numberCof For convenience, we assume thitis Poisson distributed

transmissions per segment is: with parameter\:
> B 1 L A%exp(—A)
Nr:kak 1(1*])): m (14) P(At*a)f al ) QZO, (18)
k=1

where the ensemble-avera@d A;} = A\ = B is determined
Based on (13) and (14), the TCP throughput is: by the TCP sending rate. gH A}

B 1-p [3 Let (U;—1,C;) denote the pair of queue and server states,
=N = B(1—-p)= ®TT W (15) whose variation is modeled as an augmented FSMC [4]. We

have proved that the stationary distribution8%_;, C;) exists
It is clear from (15) thaty is a function ofp and RT'T. and is unique; see [4, eq. (19)] for the calculation of the
As depicted in Fig. 1, th&®T'T can be approximated as (c.f.stationary distribution denoted as:

[2, eq. (22))):
RIT ~ 2Ty + (Ty + Ts) + Ty (16)

=T 3) Wireless Link Performance: We are now ready to evalu-
ate the segment loss rat@nd the delay’,; when finite-length
%fueuing is coupled with AMC.

PU=u,C=c¢):= tlim PUi—1 =u,Cy=¢). (19)

where2Tj is the average delay (forward and backward) ov

the wireline part within the end-to-end connectidh, is the Since each segment is carried by one datagram and each

average waiting time per segment in t.he queue at the b ‘?agram is encapsulated into one packet, the segment loss
station; T is the average transmission time per segment over

. . L te p equals the packet loss rate (the ratio of the number of
the wireless channel, i.e., the average service time per segmeg

! & rrectly received packets at the client over those arriving
upon the queueTy; is the feedback delay for an ACK OVerhon the gueue at the base station). Pgtdenote the packet

the wireless channel from the client to the base station, whi . . i
includes the processing, scheduling, and queuing delays; 4 pepénc?nl[(,?ﬁrioy) ic;]r (lilé))clglrlnc?g)(;[);ojiblgy:ugcm (t;uga) qu\J/gue.

T, is the average transmission delay per segment over readily computé,, as illustrated in [4, eq. (28)]. A packet

wireless link, which includes waiting and service time. As irg ; : A

iS correctly received by the client, only if it is not dropped from
[z]i V;? a.sslu:cr:(fl“o da?d TWf a}re knowr; ﬁongtan;[i/,l_and dthlu he queue (with probability — P;), and is correctly received
Only L 15 1€ML 10 determine from our foflowing modet. through the wireless channel (with probability- P,). Hence,
B. The Wreless Link Model we can express the segment loss rate, as in [4, eq. (22)]:

1) Modd of Queuing Service Process based on AMC: p=1—(1-Py)(1—Py). (20)
Different from non-adaptive modulations, AMC dictates a
dynamic, rather than deterministic, service process for theWe now derive the average delay over the wirelessTipk
queue, with a variable number of packets transmitted p@fith the stationary distributio®®(U = u, C = ¢) in (19), we



can derive the average number of segments in the wireless lin *
(both in the queue and in transmission) as:

Ny = Z u-P({U =u,C =c¢)
u€eU,ceC

+ Z min{u,c} - P(U =u,C = ¢).
ueU,ceC

45|

(21)

Based on Little’s Theorem, the average delay per segmen
through the wireless link can be calculated as:

Nwl
B(1-Py)

In summary, given a target packet error rdtg Doppler
spread f;, average SNRy, Nakagami parametem, queue
length K and TCP sending rat®, we can obtain the system
performance of the wireless link analytically through the
following steps: Fig. 6. TCP throughput vs. target PER (stars denote the maximum value)
1) Determine the boundary points of AMGy, }Y*! by the
threshold searching algorithm.

2) Build the transition matrixP. in (12) for the channel as
well as the queue server states.

3) Compute the stationary distributioR(U = u,C = ¢) as
in (19).

4) Calculate the segment loss ratérom (20), and the average
delayT,,; from (22).

The p andT,,; in the wireless link model can then be used V. NUMERICAL RESULTS
by the TCP model in Section Ill-A. Through the fixed-point \we assume thad = 2, T; = 10 (ms), Ty = 50 (ms) and
procedure, we are now able to evaluate the end-to-end system — 3 (ms), respectively [6]. As a reference, we fix a basic
performance, as will be tested in Section V. set of parameters as: average SNR- 12 (dB), normalized
Doppler frequencyf;Ty = 0.01, buffer length K = 10 and
. . Nakagami parameter, = 1.0. We plot the curves of the TCP

Based on our analysis so far, we notice that the end-to-effdoughput;) (segments/second) versus the target packet error
TCP throughput and delay depend on the paraméterss, rate P, in Fig. 6. We then modify only one parameter from the
fa, 7, m, To, and T,,y. The parametergy, 7, andm are reference parameters each time: average SNR 13 (dB),
channel dependent, whil& and T, are also decided by anormalized Doppler frequency,T; = 0.001, buffer length
given network environment. HoweveF, and K are design g _— g and Nakagami parameter = 0.7, as shown in Fig.
parameters, vv_hich can b(_a adjusted to _optimize the syst@Mrespectively. On each curve, the maximum value;d
performance via AMC design or scheduling. depicted by star; and the correspondiRgis the solution of

_To illustrate the parameter optimization, we now presentiie cross layer design in (23).
simple example. We maximize the TCP throughpby tuning  From Fig. 6, the TCP throughput improvement by using the

Py in AMC design at the physical layer. The steps are:  cross-layer design and the effects of different parameters on
Step 1 Determine TCP throughpui(P_O) via the ﬂxed—po_mt TCP throughput are demonstrated clearly.
procedure for eachP, € P, whereP is the set of possible

target PER values.
Step 2 Select the optimaF, as:

Throughput (segmends/s)

25+

wl

(22)

-6~ SNR=12dB, m=1.0, K=10, fdTf=0.01
—— SNR=13dB, m=1.0, K=10, fdTf=0.01
—B- SNR=12dB, m=1.0, K=10, fdTf=0.001
—A- SNR=12dB, m=1.0, K=8, fdTf=0.01
—— SNR=12dB, m=0.7, K=10, fdTf=0.01

I I
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PER,

iv) It is compatible with separate-layer designs, because it
can be implemented in existing systems by simply adding the
corresponding functions for cross-layer information exchange.
In summary, the cross-layer design improves TCP throughput,
requires minimal cross-layer information, has low-complexity
and is backward compatible.

IV. CROSSLAYER OPTIMIZATION
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