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Abstract. In integrated services networks, the provision of Quality of Service (QoS) guarantees depends critically
upon the scheduling algorithm employed at the network layer. In this work we review fundamental results on
scheduling, and we focus on Packet Fair Queueing (PFQ) algorithms, which have been proposed for QoS wireline-
wireless networking. The basic notion in PFQ is that the bandwidth allocated to a session is proportional to a
positive weight φi . Because of the fixed weight assignment, the inherent in PFQ delay-bandwidth coupling imposes
limitations on the range of QoS that can be supported. We develop PFQ with deterministic time-varying weight
assignments, and we propose a low-overhead algorithm capable of supporting arbitrary piecewise linear service
curves which achieve delay-bandwidth decoupling. Unlike existing service-curve based algorithms, our time-varying
PFQ scheme does not exhibit the punishment phenomenon, and allows sessions to exploit the extra bandwidth in
under-loaded networks.
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1. Introduction

In integrated services networks, the provision of Qual-
ity of Service (QoS) guarantees to individual sessions
depends critically upon the scheduling algorithm em-
ployed at the network switches. The scheduling algo-
rithm determines the transmission order of packets in
outgoing links and, thus, it has a direct impact on the
packet delay and achievable throughput, which serve
as primary figures of merit of the system performance.
In wireline Computer Networks, scheduling is an area
of fervent research for nearly two decades. In wireless
networks, research of scheduling algorithms is in a rel-
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atively nascent form, as existing second generation sys-
tems carry mainly only voice and low-rate data traffic.
However, the emergence of third generation systems,
and their promise of broadband transmissions com-
bined with the indiosyncracies of the wireless channel
shed light on the importance of scheduling in wireless
environments as well.

The primary mission of the scheduler is to allocate ef-
ficiently the system resources to the users. In computer
networks, the term “resources” refers primarily to the
bandwidth of the transmission link, and the queueing
buffer space in the routers, whereas the adverb “effi-
ciently” refers to making sure that resources are not
wasted (for example, in a TDMA system, the sched-
uler would try to ensure that as many as possible time-
slots are used for transmission). Integrated services net-
works do not only offer the potential of more efficient
utilization of resources, but also exhibit billing advan-
tages for both service providers and customers (see,
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e.g., [1]). Hence, it does not come as a surprise that third
generation wireless networks are envisioned to support,
similar to their wireline counterparts, a plethora of dif-
ferent transmission rates and services. What perhaps
comes as a surprise, is that the need for efficient band-
width allocation is not only prominent in wireless net-
works (where the RF spectrum is scarce and extremely
expensive), but in wireline networks as well: despite
physical-layer developments in optical networking (for
the backbone network) and HDSL (for the last-mile),
Internet access is mainly best-effort (which implies, for
example, that it is not known a priori how long it will
take for a web page to be downloaded).

Network scheduling algorithms play a central role
in how bandwidth is allocated among sessions—flows
(in a wireline environment) or users (in a cellular net-
work). From a historical standpoint, there is an exten-
sive body of work in scheduling algorithms conducted
by researchers in quite diverse fields, such as Opera-
tions Research, and Computer Science. In the emerg-
ing broadband multi-service networks, the Generalized
Processor Sharing (GPS) [2] discipline and the numer-
ous Packet Fair Queueing (PFQ) algorithms are widely
considered as the primary scheduler candidates. This is
because GPS has been shown to provide both minimum
service rate guarantees and isolation from ill-behaved
traffic sources. Not only have GPS-based algorithms
been implemented in actual gigabit switches in wired
networks, but also they have been studied in the con-
text of the emerging broadband wireless networks (see,
e.g., [3] and references therein).

The fundamental notion in GPS-based algorithms is
that the amount of service session i receives from the
switch (in terms of transmitted packets) is proportional
to a positive weight φi . As a result, GPS (and its numer-
ous PFQ variants) is capable of delivering bandwidth
guarantees; the latter translate to delay guarantees as
long as there is an upper bound on the amount of in-
coming traffic (this bound could be either deterministic
for leaky-bucket constrained sessions [2], or stochas-
tic, as in, e.g., [4]). One of the major shortcomings of
GPS is that the service guarantees provided to a ses-
sion i are controlled by just one parameter, the weight
φi . Hence, the delay-bandwidth coupling, which refers
to the mutual dependence between delay and through-
put guarantees (i.e., in order to guarantee small delays,
a large portion of the bandwidth should be reserved).
To appreciate why the delay-bandwidth coupling is a
shortcoming, one needs to take into consideration that
future networks will support multirate multimedia ser-

vices with widely diverse delay and bandwidth spec-
ifications. For example, video and audio have delay
requirements of the same order, but video has an order
of magnitude greater bandwidth requirements than au-
dio. Therefore, delay-bandwidth coupling could lead
to bandwidth underutilization.

To overcome these problems, [5] introduces the no-
tion of service curves (SC); a SC Si (t) can be thought
of as the minimum amount of service that the switch
guarantees to session i in the interval [0, t]. SCs dis-
pense with the delay-bandwidth coupling because the
shape of Si (t) could be arbitrary. However, as noted
in, e.g., [6], SC algorithms suffer from the punishment
effect: when session i receives in [0, t1] more service
than Si (t1) (for example, this could happen if the system
is under-loaded in [0, t1]), and the load increases at t1,
then there is an interval (t1, t2] where session i does not
receive any service at all. Eventually session i will re-
ceive service at least equal to Si (t2) in [0, t2], but, never-
theless, it is penalized for the extra service it received
in [0, t1]. From a practical point of view, the punish-
ment phenomenon is undesirable in wireline networks,
because it does not allow sessions to take advantage of
potentially available bandwidth in the system. In wire-
less networks, where the quality of the physical channel
is time-varying (i.e., sometimes the channel can be con-
sidered “good” and sometimes the channel is “bad”),
the punishment effect could potentially not allow a user
to transmit, even though the physical channel could be
temporarily in a good state. Therefore, in both wire-
less and wireline environments, the punishment phe-
nomenon is undesirable. As GPS does not suffer from
the punishment problem [2], we are motivated to study
whether GPS with proper weight assignment is capable
of providing the same QoS services as SC-based algo-
rithms, while obviating the punishment phenomenon
in both wireline and wireless networks.

In this work we provide a short tutorial on scheduling
algorithms and revisit some of the fundamental results
on deterministic QoS. Furthermore, we develop a novel
scheduling algorithm which combines the strengths of
PFQ algorithms and SC-based algorithms. Our algo-
rithm, called Deterministic Time-Varying Packet Fair
Queueing (DTV-PFQ) relies on the intuitive idea of
time-varying weights (φi ’s). Noting that in GPS (and
hence in PFQ) the weight assignment is fixed through-
out the lifetime of the sessions, herein we develop a
time-varying weight assignment which extends PFQ
and makes PFQ capable of supporting piecewise lin-
ear SCs with minimum overhead. Our contribution lies
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in showing how the time-varying weight assignment
can be done deterministically for each session and in-
dependently of the other sessions, thus preserving the
isolation properties of PFQ. As a result, our determin-
istic time-varying PFQ is capable of combining the
strengths of GPS and the service flexibility of SC-based
algorithms. Moreover, illustrating that DTV-PFQ can
support (modulo some approximation errors) as many
multiple leaky-bucket constrained sessions as the Ear-
liest Deadline First (EDF) scheduling algorithm con-
stitutes an important ramification of our work. Noting
that in wireless environments a lot is to be gained by
the joint design across network layers, we also discuss
how our scheduling algorithm can be integrated with
the physical layer transmission-reception scheme.

The rest of the paper is organized as follows: in
Section 2 we revisit results on GPS, EDF, PFQ, and
SCs, and in Section 3 we discuss the punishment effect
of SC-based schedulers. In Section 4 we describe our
deterministic time-varying weight assignment scheme
and illustrate its merits. In Section 5 we discuss imple-
mentation details in wireless–wireline networks, and
finally, we provide concluding remarks and pointers to
future research in Section 6.

2. Model Description

In this section we briefly review results on GPS, EDF,
PFQ, and SCs, and describe the deterministic model
that we will use in the following sections to develop
and study DTV-PFQ. We consider a single network
switch which multiplexes data packets sent by various
sessions. The scheduler operates either in each of the
output links of a network switch (see Fig. 1, [41]), or
at the basestation inside a cell of a wireless network
(see Fig. 2). The objective of the scheduler is to pro-

Figure 1. Network switch.

vide QoS guarantees to sessions (either to individual
or to groups of sessions). The QoS guarantees can be
expressed in terms of packet delay, achievable through-
put, and packet drop probability (in wireline networks
packets are dropped mainly because of buffer overflows
due to congestion, whereas in wireless networks pack-
ets are dropped mainly because of symbol errors at the
physical layer).

In order to quantify the achievable QoS guarantees,
let us introduce some notation. Ai (τ, t) denotes the
amount of traffic that session i transmits in the time
interval (τ, t]: Ai (τ, t) could either be a deterministic
function of time (as e.g., in the case of a known MPEG
file which is to be transmitted over the network), or
a stochastic process [7]. Ri (τ, t) denotes the amount
of service given to session i by the scheduler in the
interval (τ, t]; it readily follows that Ri (τ, t)/(t − τ) is
the average bandwidth allocated to the session i over
the time interval (τ, t]. Supposing that session i started
transmitting packets at time 0, then the backlog Qi (t)
of session i at time t , and the delay Di (t) of a packet of
session i which arrives at the switch at time t are given
respectively by [8]:

Qi (t) = Ai (0, t) − Ri (0, t),

Di (t) = inf{�t > 0 : Ri (0, t + �t)

≥ Ai (0, t)}. (1)

Herein we focus on deterministic QoS guarantees,
which refer to the worst-case service that a session
can receive from the scheduler: the worst-case ser-
vice is expressed as the maximum packet delay or the
minimum service throughput. Intuitively thinking, the
worst-case service scenario for session i is determined
by the amount of traffic that session i sends to the switch
(this amount could be measured in, e.g., bits or ATM
cells), and the amount of service that receives from the
switch. In its turn, the amount of service is determined
by the available bandwidth and the scheduling algo-
rithm: for some scheduling algorithms, the amount of
service provided to session i does not only depend on
session i traffic, but it is also a function of the traffic
generated by the other active sessions in the network.
Hence, if bounds on both the input traffic and the pro-
vided service exist, it is possible to derive bounds on the
maximum delay and minimum throughput [8]. Next,
in order to lay out the framework of our scheduling al-
gorithm, we consider bounds on the amount of traffic
generated by sessions, and the bounds on the amount
of service provided by the scheduler.
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Figure 2. Basestation in a single cell.

2.1. Bound on Incoming Traffic

An upper bound on the amount of traffic generated by
session i is given by the traffic envelope Ae

i (t) defined
as [8]:

Ae
i (t) := sup

0≤τ

{Ai (τ, t + τ)}.

The traffic envelope provides an expression of the
worst-case traffic that can be generated by a session
(i.e., when the session is greedy) in a time interval of
length t . In integrated services networks, knowledge of
the traffic envelope of a traffic source is not only a pre-
requisite in determining QoS guarantees, but it can also
be used in traffic policing and admission control. As it is
naturally expected, Ae

i (t) can have an arbitrary shape;
for simplicity of implementation reasons, it is highly
desirable that as few as possible scalar parameters de-
scribe Ae

i (t). In the case of a leaky-bucket constrained
session [8], two positive constants, σi , ρi , determine
the affine function Ai (t) = σi + ρi t ; (σi , ρi ) are cho-
sen such that Ae

i (t) ≤ Ai (t), and Ai (t) is as “close”
to Ae

i (t) as possible. In other words, the leaky bucket
serves as an approximation of the traffic envelope of a
specific session (note that the term “approximation” is
rather loosely defined); the intuition behind the leaky
bucket traffic descriptor is that ρi indicates approxi-
mately how much bandwidth should be allocated to
session i , whereas σi indicates approximately the buffer
space which should be reserved for the session so that

no overflows occur. To improve the quality of the ap-
proximation (which increases the bandwidth utilization
inside the network), a single leaky bucket can be gen-
eralized to a multiple leaky-bucket [9]:

Ai (t) := min
1≤k≤Ki

{σi,k + ρi,k t}.

Multiple leaky-buckets capture the notion of multiple
transmission rates (over different periods of time), and
provide a parsimonious way of describing real-world
traffic sources (see, e.g., [9], and [10] for an algorithm
to determine the parameters of the leaky buckets). From
a practical point of view, leaky buckets are attractive
as traffic policing mechanisms because they can im-
plemented by just a few lines of C or assembly code,
and have been incorporated in the ATM standard (in
the GCRA algorithm, see, e.g., [11]). From a theoret-
ical point of view, the operation of leaky buckets can
be rigorously defined (see [12] and references therein):
under the (min, +) algebra, a single leaky bucket can be
realized by an IIR filter, whereas multiple leaky buckets
can be realized by a filterbank of IIR filters.

2.2. Bounds on Provided Service by GPS

The scheduling algorithm, which is employed at the
switch, determines the transmission order of the out-
going packets, and is primarily responsible for the
bandwidth allocation to the sessions in the system (note
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also that the scheduler can also determine how much
queueing buffer space is allocated to incoming pack-
ets). It is common to assume that the scheduler operates
at a fixed rate r : e.g., the scheduler can take r ATM
cells/sec from the incoming queues, and transmit them
on the outgoing link. The fixed-rate assumption is valid
in most wireline network routers, but in wireless net-
works (where the physical layer achievable transmis-
sion rates fluctuate depending on the channel quality)
the service rate remains fixed if the physical layer is not
adaptive (for example, the physical layer does not em-
ploy any of the recently-proposed adaptive modulation
or adaptive coding techniques [13]).

From a network-wide point of view, the scheduler
should efficiently utilize the available resources. From
a user perspective, the scheduler should guarantee to
the sessions that: (i) network resources are allocated ir-
respective of the behavior of the other sessions (which
refers to the isolation property of the scheduler), and (ii)
whenever network resources become available (e.g.,
in underloaded scenarios), the extra resources are dis-
tributed to active sessions (the fairness property of the
scheduler). Known for its perfect isolation and perfect
fairness properties is the Generalized Processor Shar-
ing (GPS) scheduling algorithm [2].

According to [2], a GPS server operates at a fixed
rate r and is work-conserving, i.e., the server is not idle
if there are backlogged packets to be transmitted. Each
session i is characterized by a positive constant φi , and
the amount of service Ri (τ, t) session i receives in the
interval (τ, t] is proportional to φi , provided that the
session is continuously backlogged. Formally, under
GPS, if session i is continuously backlogged in (τ, t],
then it holds:

Ri (τ, t)

R j (τ, t)
≥ φi

φ j
,

for all sessions j that have also received some service
in this time interval. It follows that in the worst case,
the minimum guaranteed rate gi given to session i is
gi = rφi/

∑N−1
j=0 φ j , where N is the maximum number

of sessions that could be active in the system. Therefore,
a lower bound for the amount of service that session i
is guaranteed is: Rl

i (τ, t) := (t − τ)rφi/
∑N−1

j=0 φ j . If
session i is (σi , ρi )-leaky bucket constrained, and the
minimum guaranteed rate is such that gi ≥ ρi , then the
maximum delay is Dmax

i ≤ σi/gi (note that this bound
could be loose [2]).

Effectively, GPS offers perfect isolation, because
every session is guaranteed its portion of the band-

width irrespective of the behavior of the other sessions.
From this point of view, GPS is reminiscent of fixed-
assignment TDMA or FDMA physical layer multiplex-
ing techniques. What is radically different about GPS
is its perfect fairness property: whenever a session i
generates traffic at a rate less than gi , then the “extra”
bandwidth is allocated to other sessions proportionally
to their respective weights. Let us clarify the opera-
tion of GPS in a wireless network using the following
simple example: suppose that in a pico-cell three mo-
bile users are assigned to the base-station. One (high-
rate) user has a weight of φhr = 1, and the two (low-
rate) users have a weight of φlr = 0.5. When all users
are active, the high-rate user will take 50% of the band-
width, and each of the low-rate users 25%. If one of the
low-rate users becomes silent, then the extra 25% of the
bandwidth will be allocated to the other users: the high-
rate will have now 66%, and the low-rate 34%. Note
that the extra bandwidth can be used in a multiple of
ways: for example, to increase the information rate, or
to decrease the transmitted power through the use of a
more powerful channel code.

GPS belongs to the family of rate-based sched-
ulers [14], which attempt to provide bandwidth guar-
antees to sessions (recall that bandwidth guarantees
yield delay guarantees if the traffic envelope is known).
When the sessions have a nominal, long-term aver-
age rate (the “sustainable cell rate” (SCR) in ATM
terminology), then the allocation of φ’s appears to be
straightforward. The situation becomes more compli-
cated if we consider that network traffic could be bursty
or self-similar. Though there has been work on the
weight assignment problem (see, e.g., [15]), it is still
considered quite challenging (see, e.g., [16]). Apart
from the weight assignment problem, another impor-
tant issue is the implementation of GPS: real-world
routers operate at the packet or cell level, whereas GPS
assumes a fluid model of traffic. Hence, in practice
GPS needs to be approximated by a Packet Fair Queue-
ing (PFQ) algorithm [2]. Starting with Weighted Fair
Queueing (WFQ) [17], there has been a lot of work on
approximating GPS (see, e.g., [18–22]). We will revisit
some of this work in Section 4.2.

2.3. Bound on Service Provided by EDF
and SC-based schedulers

Despite its perfect isolation and fairness properties,
GPS is not necessarily the panacea of the schedul-
ing problem. Let us observe that there are applications
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where we are interested more in delay QoS guarantees
and less in throughput QoS guarantees: such an ap-
plication is voice (IP telephony), where it is tolerable
if some packets are dropped, but it is not tolerable if
packets arrive too late. In such cases, it is meaning-
ful to pursue the design of schedulers which base their
operation on criteria other than rate.

The Earliest Deadline First (EDF) algorithm, a mem-
ber of deadline-based schedulers, attempts to provide
maximum delay guarantees to individual sessions. Un-
der EDF, each session i is characterized by a delay
bound di > 0. When a packet of session i arrives at the
scheduler at time t , the deadline (t + di ) is assigned to
the packet, and the switch transmits packets in increas-
ing order of their deadlines (thus the name “earliest
deadline first”). As long as the following “schedulabil-
ity condition” holds [23, 24]:

N−1∑
i=0

Ae
i (t − di ) ≤ tr, (2)

and every source conforms to its traffic envelope, then
no packet will miss its transmission deadline. It fol-
lows from (2), that given a set of traffic envelopes
{Ae

0(t), . . . , Ae
N−1(t)}, there are many vectors d =

(d0, . . . , dN−1) ∈ R
N
+ which satisfy (2). The set

REDF
(

Ae
0(t), . . . , Ae

N−1(t)
)

:={d ∈ R
N
+ :(2)is satisfied}

is called the schedulability region, which intuitively
indicates the range of achievable QoS guarantees that
can be provided to sessions. The importance of EDF
stems (partially) from its optimality with respect to
the schedulability region [23]: for an arbitrary schedul-
ing algorithm with corresponding schedulability region
R

(
Ae

0(t), . . . , Ae
N−1(t)

)
, it holds

R
(

Ae
0(t), . . . , Ae

N−1(t)
) ⊆REDF

(
Ae

0(t), . . . , Ae
N−1(t)

)
.

From a practical point of view, if delay bounds are the
only desirable QoS aspect, then EDF supports the max-
imum number of users than any other scheduling algo-
rithm. As a result, EDF has been proposed as the basis
of a network-wide deterministic QoS architecture (see
e.g., [25]). Note also that recently, there has been work
on statistical QoS guarantees using EDF (see e.g., [26]
and references therein).

Going a step beyond rate-based (such as GPS) or
deadline-based (such as EDF) schedulers, a SC-based

scheduler attempts in [0, t] to provide service to ses-
sion i greater or equal to Si (t) [5, 6]. Formally, let the
service curve S(·) be a nonnegative nondecreasing real
function with Si (0) = 0. Then a session i which starts
transmitting at time to is guaranteed the service curve
Si (·), if for any time t ≥ to, there exists to ≤ s ≤ t such
that

Ri (to, t) − Ai (to, s) ≥ Si (t − s). (3)

It is straightforward to check whether the switch is
capable of satisfying all SCs by performing the follow-
ing test [5]:

N−1∑
i=0

Si (t) ≤ tr, ∀t ≥ 0. (4)

Equation (3) indicates that a SC-based scheduler guar-
antees a relatively more “relaxed” type of service than
GPS or EDF: GPS attempts at every moment to achieve
proportional bandwidth distribution, and EDF strives to
transmit every packet before its deadline elapses. On
the other hand, a SC-based scheduler only guarantees
that eventually every session will receive its guaranteed
amount of service. For example, if Si (t) = gi t , a SC-
based scheduler imposes a much weaker condition that
of GPS. Implicitly, this condition leads to short-term
unfairness and the punishment phenomenon as we ex-
plain later on. On the other hand, a SC-based scheduler
is very versatile with respect to the QoS guarantees that
it can provide to sessions: because a SC can have an
arbitrary shape (as long as it is a non-decreasing real
function of t and (4) holds), the SC can be used to
provide delay or bandwidth guarantees [5].

From a practical point of view, SC-based schedulers
are attractive in wireless/wireline networks, because
there could be low-rate users, high-rate users, and ap-
plications which could demand different service rates
during various periods of time (for example, a video
session). In such cases, allocating a fixed portion of
the bandwidth to a session could result in consider-
able waste of network resources. A SC-based scheduler
could lead to more efficient bandwidth utilization, be-
cause it allows time-varying service guarantees, which
have the potential to meet the needs of multirate users
and applications. From a theoretical point of view, SCs
possess two important properties: (i) rate-based sched-
ulers can be cast into the SC framework [10], and (ii) the
Earliest Deadline First (EDF) algorithm can be mod-
eled using service curves (recall that the importance of
property (ii) stems from the proven optimality of EDF
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in admitting the maximum number of sessions given
delay bounds and traffic characterization [23]).

To implement SCs in packet switched networks, [5]
proposes the SC-based Earliest Deadline first policy
(SCED), where every packet upon its arrival is assigned
a deadline; the deadline is basically a function of Si (t)
and the number of packets session i has transmitted
up to time t . The packets are transmitted in increasing
order of their deadlines. Apart from “resetting” [5],
the assignment of deadlines to packets of a particular
session in SCED does not take into consideration the
behavior of the other sessions. Thus, the punishment
feature of SCED, which is our main motivation for the
development of the Deterministic Time-Varying PFQ
(DTV-PFQ).

3. Punishment in SCED

As acknowledged in [5] and mentioned in [6], SCED
exhibits the punishment property, which does not ap-
pear in GPS. Let us illustrate this with the following
example (similar to an example in [2]): suppose that we
are interested in providing minimum rate guarantees to
a system with two sessions “1” and “2”. Both of them

Figure 3. Bandwidth allocation under GPS.

are to receive 50% of the service rate. Using SCs, we
could have S1(t) = S2(t) = r t/2, whereas under GPS
we would have φ1 = φ2 = 0.5. We make the assumption
that the scheduler operates in discrete time slots, and
we let session “1” start transmitting at slot 0, whereas
session “2” starts at slot 10. In the interval [0, 9], ses-
sion “1” receives 100% of the available bandwidth:
normally, source “1” starts transmitting packets at a
rate no greater than r/2, because this is the rate which
is guaranteed to the source. However, based on feed-
back information from the receiver (e.g., “packets ar-
rived sooner than expected”), session “1” could decide
to increase its rate. Figures 3 and 4 show the band-
width which is allocated to sessions “1” and “2” in the
interval [0, 30] under SCED and WFQ. To study how
bandwidth is allocated, we make both sessions continu-
ously backlogged by having them transmit at rate 1.5r .
It is clearly illustrated that under WFQ, session “1” is
allocated 100% of the bandwidth in [0, 9] and 50% of
the bandwidth in [10, 30]. On the other hand, under
SCED, session “1” receives 100% of the bandwidth,
but in [10, 14] session “1” does not receive any service
at all. Eventually, in [0, 30], session “1” receives at least
50% of the bandwidth, as it was advertised. Neverthe-
less, session “1” is punished for being greedy in [0, t1].
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Figure 4. Bandwidth allocation under SCED.

Given the multirate capabilities of SC-based sched-
ulers, and the potential of more efficient bandwidth
utilization, the punishment phenomenon is our motiva-
tion for the design of DTV-PFQ. In wireless networks,
where the bandwidth is so scarce and expensive, the
punishment phenomenon is very undesirable: perhaps
it makes little sense not to let a user transmit in future
transmission rounds just because in some of the previ-
ous rounds, some of the other users in the cell were not
active. Moreover, the wireless channel is time-varying;
occasionally users experience “bad” or “good” chan-
nels. It is counter-intuitive not to let a user transmit
packets, especially when the channel is “good”. On
the other hand, in wireline networks, the punishment
phenomenon does not encourage sessions to take ad-
vantage of extra bandwidth that may be available in the
system. Before we present our designs on DTV-PFQ,
we remark that considering the same scheduling algo-
rithm for both wireless and wireline environments facil-
itates seamless integration between wireless-wireline
network components, and allows us to capitalize on
the extensive published work on scheduling in wire-
line networks.

4. Deterministic Time-Varying PFQ

To overcome the performance limitations caused by
the delay-bandwidth coupling of GPS, herein we pro-
pose a time-varying assignment of weights, which pro-
vides us with more degrees of freedom than the non
rate-proportional weighting of [15]. In our scheme, the
weight φi which is assigned to a session i is a func-
tion of time φi (t). In particular, we focus in the case
where the variations in φi (t) are carried out in a de-
terministic fashion and unlike [27, 28], we develop a
framework with minimum overhead. In this paper we
study the single-node case, leaving the study of the
multiple-node node case for future work.

In this section, first we discuss why in theory a Time-
Varying GPS is capable of implementing SCs of arbi-
trary shapes, but it is difficult to realize them in prac-
tice. Then, we focus on piecewise linear SCs having
in mind that in integrated services networks, piece-
wise linear SCs can be used to provide multirate ser-
vices [29], and delay guarantees to sessions constrained
by multiple leaky buckets (recall from Section 2.1 that
multiple leaky-buckets have been proposed to model
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real-life applications and shown to result in improved
network utilization [9]). We design a practically real-
izable weight assignment algorithm which guarantees
piecewise linear SCs while obviating the punishment
phenomenon. Moreover, we discuss how prescribed de-
lay bounds can be met by DTV-PFQ (as long as the de-
lay bounds are EDF-feasible), and show that our newly
introduced scheme is optimal in the schedulability-
region sense (as long as the traffic envelopes are piece-
wise concave linear functions).

4.1. Time-Varying GPS, in Theory

Let us recall that every scheduling algorithm has to
face two issues: (i) allocation of reserved bandwidth
(which leads to isolation among sessions, and provision
of worst-case guarantees), and (ii) distribution of extra
(or available) bandwidth to active sessions (which de-
fines the fairness properties of the scheduler). The SC
framework generalizes GPS with respect to the first
issue, as it allows a session to demand different ser-
vice rates over different periods in time. However, a
SC-based scheduler does not provide any analytical
guarantees-results about how the extra bandwidth is
allocated to sessions. On the other hand, GPS strives
to achieve perfect fairness by providing the same nor-
malized service to all backlogged sessions at any time
interval [30]: if sessions i, j are continuously back-
logged in (τ, t], then Ri (τ, t)/R j (τ, t) = φi/φ j .

In theory, a time-varying GPS system is capable of
accommodating arbitrarily shaped SCs Si (t) provided
that (4) is satisfied. By setting φi (t) = ∂S(t)/∂t , we
obtain

∑N−1
i=0 φi (t) ≤ 1 at any time t , and as a result,∫ t

0 φi (τ) dτ ≥Si (t), ∀t ≥ 0, provided that Si (t) is differ-
entiable (we will address the case when the derivative
does not exist later on). Hence, the deterministic assign-
ment φi (t) = ∂S(t)/∂t allows GPS to provide services
similar to a SC-based scheduler. Intuitively thinking,
the “equivalence” between a time-varying GPS system
and a SC-based system should not come as a surprise.
However, what perhaps comes as a surprise is the diffi-
culty of implementing an arbitrary weight assignment
in a packet-by-packet practically realizable system.

In a real system, the GPS scheduler assigns deadlines
to incoming packets; these deadlines, as we will explain
in Section 4.2, are given as a function of a quantity
termed the “virtual time” of the system and the weight
of the session. Let us consider a packet of session i that
arrives at time t1. This packet will be transmitted by

the system at a later time t2 ≥ t1. At time t2, the weight
of the session is φi (t2) = ∂Si (t)

∂t |t=t2 . However, the time
instant t2 is not known upon the packet arrival at t1.
The time t2 does not only depend on the backlog of
the session i at time t1, but also on the backlog and
future packet arrivals of the other sessions. Therefore,
unless the SC has a constant slope (which corresponds
to fixed weight assignments), it is quite challenging to
assign deadlines to packets upon their arrival. A possi-
ble solution is the computationally expensive algorithm
of [27], which uses a vector V ∈ R

3 as virtual time in
the system. However, in high-speed (gigabit) networks,
the implementation overhead of the scheduler should
be kept as small as possible.

Though we have not solved the problem of GPS sup-
porting arbitrarily shaped SCs, we will show in Sec-
tion 4.3 that fortunately in the practically appealing
case of piecewise linear SCs, it is possible to implement
DTV-PFQ with a computationally efficient deadline-
weight assignment procedure. Before we present our
approach in Section 4.3, let us revisit some known re-
sults on the packet-by-packet implementation of GPS
and SC-based schedulers (as our DTV-PFQ algorithm
capitalizes on these results).

4.2. PFQ and SCED, in Practice

Perhaps one of the most renowned shortcomings of
GPS is that it relies on a fluid model of traffic-service:
the traffic sent by the users is considered to be infinitely
divisible, and the router is supposed to be able to ser-
vice all active sessions simultaneously. However, non-
cut-through switches operate at the packet or cell level
(i.e., they transmit one packet of a single session at a
time), a fact which implies that GPS needs to be ap-
proximated by a Packet Fair Queueing algorithm [2]. A
PFQ algorithm attempts to allocate bandwidth propor-
tionally to session weights, i.e., it attempts to minimize
the difference

Fi j (τ, t) =
∣∣∣∣ Ri (τ, t)

φi
− R j (τ, t)

φ j

∣∣∣∣,
which serves as the “fairness index” of the algorithm
(note that in GPS Fi j (τ, t) = 0 for sessions which are
continuously backlogged—see, e.g., [31]). Many PFQ
algorithms have been proposed in the literature, and
their merits can be partially judged by the maximum
value of Fi j (τ, t), the latency (which indicates how
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long it takes for a new session to start receiving service),
and the implementation complexity (see, e.g., [30, 31],
and references therein).

All PFQ algorithms need to keep track of the amount
of service that has been provided to the active sessions
in the system. Central to almost all PFQ algorithms
is the notion of “virtual time” or “system potential”
(see [31] for a unifying framework) which is used for
the assignment of deadlines: when the n-th packet of
session i arrives to the switch at time t (n)

i , the packet is
time-stamped with a deadline F (n)

i , which is a function
of the virtual time and φi . In [2], the virtual time V (t)
is a scalar quantity, which is incremented every time
a packet arrives or departs from the scheduler (L(n)

i is
the packet length):

V (tk) = V (tk−1) + tk − tk−1∑
j∈B(t) φ j

, V (0) := 0, (5)

F (n)
i = max

{
F (n−1)

i , V
(
t (n)
i

)} + L(n)
i

φi r
, F (0)

i := 0.

(6)

In (5) the sequence {tk} represents the times that a
packet arrives to or departs from the switch, and B(t)
denotes the set of backlogged sessions at time t . The
packets are transmitted by the switch in increasing or-
der of their time-stamps, and the virtual time measures
the progress of the work in the system. Thus, the vir-
tual time is primarily responsible for the absence of the
punishment phenomenon in PFQ algorithms [2], as the
amount of service assigned to a session is represented
by a “session potential function” [30] (in [2], the state
of session i is represented by the sequence {F (n)

i }).
Equations (5) and (6) indicate that the implementa-

tion of PFQ relies on the knowledge of the φi ’s. Our
basic intuition is to utilize the basic results on GPS, and
extend the service guarantees that can be provided to
sessions by using time-varying φi ’s. In this case, given
a way to determine φi (t) for every session i , fairness-
delay-rate guarantee results for PFQ can be translated
to DTV-PFQ. In Section IV-C we will describe how
φi (t) can be defined deterministically, and how DTV-
PFQ can be implemented in the case of piecewise lin-
ear SCs. Before we describe our approach, let us define
formally the SCs which can be provided to individual
sessions.

References [5, 29] have provided computationally
efficient scheduling algorithms for piecewise linear
SCs Si (t) defined as:

Si (t) = max
{

0, min
k=1,...,Ki

{ai,k + bi,k t}
}
,

where ai,k , bi,k (1 ≤ i ≤ N , 1 ≤ k ≤ Ki ) are real
constants satisfying:

b1 > b2 > · · · > bKi > 0, 1 ≤ i ≤ N

and 1 ≤ a2 − a1

b1 − b2
< · · · <

aK − aK−1

bKi − bKi −1
.

Details on the selection of leaky bucket parameters can
be found in, e.g., [9, 10]. Herein, we allow the piecewise
linear SC to be zero in the interval [0, Ti ) and have an
initial “burst”:

Si (t) =
{

max
{

0, min
k=1,...,Ki

{
ai,k + bi,k t

}}
: t ≥ Ti

0 : 0 ≤ t < Ti ,

(7)

We note that the introduction of the constant Ti (which
is zero in [5, 29]) allows our DTV-PFQ scheme to
model an EDF scheduler for multiple-leaky buckets.
Indeed, if session i has traffic envelope:

Ae
i (t) = min

1≤k≤Ki

{σi,k + ρi,k t},

then the allocation of the SC Si (t) ← Ae
i (t − di ) guar-

antees the delay bound di as long as (4) holds (Fig. 5).
It readily follows that this allocation of the SC amounts
to setting: Ti ← di , bi,k ← ρi,k , ai,k ← σi,k − ρi,kdi .
Therefore, modulo approximation errors induced by
any virtual-time based implementation [2], our DTV-
PFQ scheme is capable of achieving approximately the
schedulability region of an EDF scheduler (for multiple
leaky-bucket constrained sessions).

Figure 5. Envelope and service curve.



Deterministic Time-Varying Packet Fair Queueing 81

4.3. DTV-PFQ, in Practice

Out DTV-PFQ algorithm implements piecewise linear
service curves as given by (7). In order to obviate the
punishment phenomenon, we rely on the virtual time
implementation of GPS and, in order to provide mul-
tiple rates to the same session, we rely on the algo-
rithms of [5, 29]. However, the combination of GPS
and [5, 29] is not straightforward as we encounter
3 issues:

(1) the weight of session i assumes Ki discrete values
φi,k := bi,k/r , 1 ≤ k ≤ Ki , which correspond to the
Ki different service rates that are to be given to the
session.

(2) Eq. (6) should be modified so that the delay factor
Ti is taken into account in the assignment of the
deadline of the first packet of a session.

(3) the term ai,1 (the “burst”) in the service curve at
time Ti corresponds to an infinite slope (φi = ∞),
and it should be handled in an appropriate way.

Issue (1) is not very difficult to handle: [5, 29] pro-
vide mechanisms to determine the service curve slope
bi,k which corresponds to each incoming packet of ses-
sion i . Therefore, when a packet of session i arrives,
we can use the method of [5, 29] to determine what is
the slope bi,k of Si (t) which corresponds to that packet.
Then, we set φi equal to bi,k/r .

Issue (2) is taken care of by adding to the deadline of
the first packet of the session the term VirtualOffseti ,
which is defined as:

VirtualOffseti :=
∫ Ti

0

Ii (t)∑N
j=1, j �=i φ̃ j (t)

dt, (8)

where Ii (t) is an indicator function defined by:

Ii (t) :=
{

1: ∀ j S j (t) is differentiable at t

0: otherwise,
(9)

and φ̃ j (t) is the slope of Sj (t):

φ̃ j (t) :=
{

∂Sj (t)

∂t

1

r
: Sj (t) is differentiable

0 : otherwise.
(10)

Note that we adopt the convention that if no Sj (t) is
differentiable at a specific t , then the overall value of
the integrated quantity is 0 (at that specific t).

As (8) indicates, VirtualOffseti accounts for the
work-load that the scheduler should give to other ses-
sions: in the worst-case all the other sessions are con-
tinuously active, and by integrating (5) we obtain a
(conservative) estimate of the value of the virtual time
at which session i should start receiving service from
the scheduler. We remark that the term VirtualOffseti
enables our DTV-PFQ scheduler to emulate the EDF-
scheduler; the intuition is that packets of a newly ar-
rived session may be forced to wait a little bit longer in
the scheduler. Interestingly enough, [30] indicates that
when the potential of a new session is set higher than
that of the sessions currently serviced, then the new
session may have to wait before it can be serviced. In
our scheme, we set the potential (i.e., the virtual fin-
ishing time) of a new session higher than the current
virtual time on purpose.

Finally, issue (3) is handled by setting “informally”
φi = ∞ for the packets of the session which correspond
to the sudden “burst”. As (5) and (6) suggest, if φi = ∞,
the virtual time and the finishing time of the session are
not updated. Note that the number of packets which
belong to the initial burst is bounded. Therefore, if the
admission test (4) is satisfied, then isolation among
sessions is preserved.

Our DTV-PFQ system can be implemented using
the algorithm in Fig. 6. Our algorithm extends the
algorithms of [2, 5] by addressing (1), (2), and (3),
while maintaining the same complexity as the algo-
rithm of [5]. We remark that our scheme provides an
exact algorithm for the weight assignment, unlike [15]
which provides only a heuristic way of φ-assignment.
Also, different from [16] which looks at the feasible
region of weights for only two sessions, our scheme
supports an arbitrary number of sessions. An approach
different that ours is taken in [28] which proposes
the adaptive modification of the session weights: the
dynamic programming algorithm of [28] attempts to
minimize the queuing delays, but it sacrifices closed-
form individual session guarantees, and requires traf-
fic policing (because otherwise, greedy sessions would
take over all the bandwidth).

4.4. DTV-PFQ, Approximation Errors
and Fairness Guarantees

In DTV-PFQ approximation errors are caused by two
factors: (i) the inability to assign the proper weight for
the (rare) case of packets which cross the boundary of
two leaky buckets, and (ii) the Lmax/r approximation



82 Stamoulis and Giannakis

Figure 6. Algorithm for deadline assignment.

error which is associated with PFQ algorithms [2]
(Lmax is the maximum packet length). As a result, the
actual SC which can be guaranteed in the packetized
system to a session is equal to:

Si (t)︸︷︷︸
fluid model

− Lmax︸︷︷︸
GPS aproximation

−
Ki∑

k=1

(−bk + bk−1)
Lmax

r︸ ︷︷ ︸
leaky bucket boundary

,

with b0 := 0 .

With respect to the fairness guarantees of DTV-PFQ,
in the fluid model, the extra bandwidth in the system is
distributed according to the φi (t)’s (as a result, perfect
instantaneous fairness is provided to sessions). In the
packetized version, the service that a session receives
is subject to the approximations induced by the virtual
time implementation. Having in mind that in the pack-
etized system the service of one session can lag at most
by Lmax or be ahead by (N − 1)Lmax with respect to
the fluid system, then over an interval (τ, t] where both
sessions i, j are continuously backlogged, we could
have:

Ri (τ, t)

R j (τ, t)
≥ − Lmax

r + 1
t−τ

∫ t
τ

φi (t) dt

(N − 1) Lmax
r + 1

t−τ

∫ t
τ

φi (t) dt

To illustrate the operation of our algorithm, we as-
sume a system which supports two sessions (“1” and
“2”). We simulate the system for 20 slots, and we make
both sessions transmit at rate 2r (to keep them both
continuously backlogged, which allows us to study the
bandwidth allocation). Session “1” starts transmitting
at slot 0, whereas session “2” starts transmitting at
slot 4. Figures 7 and 8 illustrate the bandwidth allo-
cation under SCED and under DTV-PFQ. We assume
that b1 = 25%, b2 = 75%, T1 = 10, T2 = 5. As Fig. 7
depicts, session “1” does not receive any service at all
in [4, 11], being penalized for the extra bandwidth it
received in [0, 9]. On the other hand, DTV-PFQ does
not penalize session “1” (Fig. 8), because session “1”
still receives service in [4, 11]. Under both schedulers,
we observe that in the long run sessions “1” and “2”
receive respectively 25% and 75% of the bandwidth;
but it is in the transient that DTV-PFQ performs better
than SCED.

5. Scheduler Implementation

In Section 4.2 we briefly mentioned the problems as-
sociated with implementing the fluid traffic-service
model of GPS in a packet-by-packet system. However,
in both wireline and wireless networks, when it comes
to the practical implementation of schedulers, there is
more than meets the eye.

In wireline networks, the switch is either output-
buffered or input-buffered depending on where the in-
coming packets are queued; if the switching fabric of
the router is N times faster than the speed of the N in-
put links, then the server is fast enough to route packets
to the same outgoing link. Though there are some ex-
isting 5 Gb/s routers with switching fabric fast enough
to keep pace with the input links (see, e.g., [32]), this
might not be true for all existing routers: given the re-
cent advances in gigabit optical networking, the switch-
ing fabric may not be fast enough, and input-buffering
may be employed. Unfortunately, in such a case, track-
ing a fluid scheduling policy (such as GPS) with a
non-anticipative packet scheduling policy is still an
open problem (see, e.g., [33] and references therein for
a link to the multi-periodic TDMA satellite schedul-
ing problem). The importance of input-output buffer-
ing notwithstanding, the implementation cost of PFQ
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Figure 7. Bandwidth allocation under SCED.

Figure 8. Bandwidth allocation under DTV-PFQ.
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algorithms is a function of the following three factors
(see, e.g., [34] and references therein): (i) the cost asso-
ciated with keeping track of the system-potential func-
tion, (ii) the computational complexity of timestamp
sorting, (iii) the storage and scalability issues related
to recording the state of every session (see also [35]
and references therein).

On the other hand, in wireless networks, imple-
menting PFQ poses a multitude of challenges. First of
all, the wireless channel exhibits time-varying capac-
ity and induces location-dependent errors which raise
issues with respect to short-versus long-term fairness
guarantees (see, e.g., [36–39]. Second, unlike wire-
line networks, in the uplink scenario the scheduler
(which is located at the basestation) does not know
a priori the queue status of the mobile users; it is up
to the MAC to communicate the bandwidth requests
of the mobile users to the scheduler (see, e.g., [3]
and references therein): essentially, the network and
the physical layer can be tied together using a two-
phase demand assignment MAC protocol. During the
first phase, each user m notifies the base station about
its intention to transmit; the base station calculates
the φ’s, and notifies each user about the correspond-
ing bandwidth assignments. During the second phase,
users transmit (at possibly different rates) multimedia
information. Note that (i) the duration of the reserva-
tion phase can be reduced if users piggy-back their
queue-lengths in prespecified intervals), and that (ii)
the overall scheme becomes much simpler in the down-
link case, as the basestation is aware of the queue
lengths of all data streams. Third, though in wire-
line networks the reliability of the physical medium
allows the independent design of physical/data-
link/network layers, in wireless networks a lot is to
be gained by a joint design approach across network
layers.

A very interesting ramification of the joint design
approach across layers is that in a multicode CDMA
wireless network, the implementation of PFQ does not
necessarily have to be based on virtual time. To make
this notion concrete, let us focus on a multicode CDMA
transmission/reception scheme with C available codes1

(these codes could be, e.g., Pseudo-Noise or Walsh-
Hadamard), which can be allocated to mobile users.
Each user m is allocated cm codes, and splits the in-
formation stream into cm substreams which are trans-
mitted simultaneously using each of the cm codes: it
readily follows that if user m has Qm data symbols
to transmit, then Qm/cm yields a measure of the time

it takes to transmit them. Assuming that all C codes
can be successfully used (an issue which hinges upon
channel conditions, power control, and the detection
mechanism), cm/C essentially denotes the bandwidth
which is allocated to user m, and GPS is implemented
by setting

cm =
⌊

φm∑
µ∈A φµ

C

⌋
, (11)

where A is the set of active users (note that with C suf-
ficiently large and frequent code re-assignments, the
approximation error in implementing GPS using (11)
can be made very small). As an illustrative example,
we simulate a pico-cell where 3 mobile users commu-
nicate with the base-station. We assume C = 32, and
that the traffic generated by each of the mobile users is
Poisson with corresponding normalized rates λ1 = 1/2,
λ2 = 3/8, λ3 = 1/8. The weight assignment is φ1 = 0.5,
φ2 = 0.375, φ3 = 0.125 (under which, if all three users
have data to transmit, users 1, 2, 3 are assigned 16, 12,
and 4 codes respectively), and we model the user 3 as
an on/off source in order to study the bandwidth re-
assignments. We simulate the system for 100 transmis-
sion rounds, and Fig. 9 depicts the number of queued
packets and the number of allocated codes per user for
a range of the transmission rounds. we can clearly see
that users 1, 2 are allocated more CDMA codes when-
ever user 3 is silent.

Finally, let us comment on the need for exact im-
plementation of the transmission schedule: it is well
known that accurate approximation of GPS leads to
smaller latency, decreases the burstiness of the outgo-
ing traffic, and lowers the buffer requirements inside
the network. To get a feel of how important schedul-
ing becomes for real-time applications such as IP tele-
phony, [40] reports that a maximum delay of 150 ms
is tolerable for voice communication (using a PC): the
150 ms-limit presents a delay budget which is to be dis-
tributed over the propagation delay (measured at 95 ms
for the longest path in the Continental United States,
from Seattle, WA to Orlando, FL), and the queuing/
processing delay. In the worst case, from the available
55 ms, 25 ms are to be allocated to the speech encoder,
and the speech enhancement and silence suppression
operations. Allowing for variable delay factors, only
10 ms are left for queueing delay in the backbone net-
work. Hence, the scheduler does not only need to be
fair, it also needs to be fast!
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Figure 9. Code allocation and queue lengths in multirate CDMA.

6. Conclusions

In this paper we have discussed issues related to
network scheduling in both wireline and wireless
environments, and we have presented a determin-
istic time-varying weight assignment procedure for
PFQ-based switching systems. By supporting piece-
wise linear SCs, our scheme dispenses with the delay-
bandwidth coupling and targets integrated services
networks. Unlike existing SC based algorithms, our
time-varying PFQ scheme does not exhibit the pun-
ishment phenomenon and allows sessions to exploit
the extra bandwidth in under-loaded networks. Future
research avenues include the study of stochastic time-
varying weight assignment procedures which take into
account the probabilistic description of incoming traffic
(for wired networks), as significant savings of statisti-
cal over deterministic services (inherently conservative
in admitting sessions) have been reported in, e.g., [26].
On the other hand, an adaptive SC could model the
time-varying channel conditions in wireless networks,
and yield improved bandwidth utilization.

Note

1. Note that the capacity C is “soft” as it depends on channel con-
ditions, power control, etc.
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