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Abstract

Although time-domain oversampling of the received baseband signal is common for single-carrier transmissions, the counterpart of frequency-domain oversampling is rarely used for multicarrier transmissions. This is because frequency-domain oversampling cannot be taken advantage of, when using the commonly used low-complexity receiver that assumes orthogonal subcarriers. In this paper, we explore frequency-domain oversampling to improve the system performance of zero-padded orthogonal frequency division multiplexing transmissions over underwater acoustic channels with large Doppler spread. On these channels intercarrier interference has to be addressed explicitly via frequency domain equalization, which enables inclusion of additional frequency samples at little increased complexity. We use a signal design that enables separate sparse channel estimation and data detection, reducing equalization complexity. Based on both simulation and experimental results, we observe that the receiver with frequency-domain oversampling outperforms the conventional one considerably, where the gain increases as the Doppler spread increases.
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I. INTRODUCTION

Recently, zero-padded (ZP) orthogonal frequency division multiplexing (OFDM) has been extensively investigated for high data rate underwater acoustic communications [1]–[3]. Following Doppler shift compensation and an overlap-add operation, fast Fourier transform (FFT) is performed on the received block to obtain frequency-domain samples, that are used for subsequent channel estimation and data detection [1]–[3]. However, overlap-adding incurs information loss: it folds a received block that is a linear convolution of the input and the channel, into a shorter block that corresponds to a circular convolution of the input with the channel. This fact has been recognized in [4], and alternative receivers have been developed to improve system performance.

In spite of its known suboptimality, the overlap-add operation is used in most ZP-OFDM receivers. This is because on channels that are linear, time-invariant, or can be approximated as such after proper processing [1], [2], the overlap-add operation preserves the orthogonality among subcarriers, which enables low-complexity equalization and demodulation. This is no longer the case on strongly time-varying channels [3], where intercarrier interference (ICI) impairs subcarrier orthogonality, thus requiring adjacent subcarriers to be jointly demodulated.
In this paper, we investigate the use of frequency-domain oversampling for ZP-OFDM to improve system performance over underwater acoustic channels with large Doppler spread. At the outset, this paper distinguishes itself from [4] in the following aspects: (i) The receivers in [4] are based on a time-invariant channel, while this paper considers time-varying channels with large Doppler spread; (ii) The receivers in [4] assume perfect channel knowledge, while this paper deals with both channel estimation and data detection; (iii) The performance results in [4] are based on simulations only, where the FFT block sizes are considerably smaller than those used in practical systems. This paper validates the system performance using real data collected from field experiments.

We consider the same ZP-OFDM signal design as in [5], [6] that separates data subcarriers from pilot subcarriers using interspersed null subcarriers. This way, channel estimation and data detection can be carried out separately at the receiver, even in channels with large Doppler spread. We further develop a frequency-domain oversampling receiver, that relies on compressed sensing techniques for sparse channel estimation and minimum mean-square error (MMSE) equalization for data detection. The receiver complexity is only increased marginally by the frequency-domain oversampling: the FFT size increases proportionally and the equalizers process more inputs – but the equalizer complexity is dominated by the matrix inversion which scales with the number of data symbols – not the observations. In addition to the rectangular pulse-shaping window, we also consider raised-cosine windows in the signal design to further alleviate the ICI.

We evaluate the performance of the proposed receiver using both simulated and real data collected from the SPACE08 experiment, conducted off the coast of Martha’s Vineyard, Massachusetts, October 2008, and the WHOI09 experiment, conducted in the Buzzards Bay, Massachusetts, December 2009. Simulation results demonstrate that frequency-domain oversampling improves the system performance considerably, where the performance gain increases as the channel Doppler spread increases. Experimental results verify the benefits of frequency-domain oversampling in achieving similar performance with fewer phones than the receiver without oversampling. Interestingly, although a raised-cosine pulse-shaping window improves performance relative to a rectangular window, the performance gain is less pronounced when using frequency-domain oversampling.

Note that time-domain oversampling is commonly used for single-carrier transmissions [7]. Its dual, the frequency-domain oversampling method, is rarely used for multicarrier transmissions.
So far, we are only aware of [8], where frequency-domain oversampling has been employed in the context of blind carrier-frequency-offset recovery for OFDM systems. Certainly, frequency-domain processing can also be used for single-carrier transmissions, see e.g., [9]. However, frequency-domain oversampling has not been considered therein.

The contribution of this paper lies in providing concrete evidence to demonstrate the benefit of frequency-domain oversampling in practical systems. This study could motivate further research on frequency-domain oversampling in other scenarios.

The rest of the paper is organized as follows. The system model is introduced in Section II. The proposed transmitter and receiver designs are presented in Section III. Numerical simulations are given in Section IV, and experimental results are collected in Sections V and VI. We conclude in Section VII.

**Notation:** Bold upper-case and lower-case letters denote matrices and column vectors, respectively; \((\cdot)^T\), \((\cdot)^*\), and \((\cdot)^H\) denote transpose, conjugate, and Hermitian transpose, respectively. \(I_N\) stands for an identity matrix with size \(N\).

## II. System Model And Motivation

Zero-padded OFDM with rectangular pulse-shaping windows has been used in [1]–[3]. In this paper, we also consider raised-cosine pulse-shaping windows. With \(T\) denoting the symbol
duration, and \( \beta \) denoting the roll-off factor, the raised-cosine window is [7]

\[
g(t) = \begin{cases} 
1, & t \in \left[ \frac{\beta}{2} T, T \right] \\
\frac{1}{2} \left[ 1 + \cos \left( \frac{\pi}{\beta T} \left( |t - \frac{1+\beta}{2} T| - \frac{1-\beta}{2} T \right) \right) \right], & t \in \left[ 0, \frac{\beta}{2} T \right) \cup (T, (1 + \beta) T] \\
0, & \text{otherwise}
\end{cases}
\] (1)

whose Fourier transform is

\[
G(f) = \frac{\sin(\pi f T)}{\pi f T} \cdot \frac{\cos(\pi \beta f T)}{1 - 4 \beta^2 f^2 T^2} e^{-j\pi f(1+\beta) T}.
\] (2)

When \( \beta = 0 \), \( g(t) \) in (1) reduces to the rectangular window used in [1]–[3].

With symbol duration \( T \), the subcarrier spacing is \( \Delta f = 1/T \), and the subcarriers are located at frequencies

\[
f_k = f_c + k/T, \quad k = -K/2, \ldots, K/2 - 1,
\] (3)

where \( f_c \) is the center frequency, and \( K \) is the total number of subcarriers. Define \( S_A \) and \( S_N \) as the non-overlapping sets of active and null subcarriers respectively, which satisfy \( S_A \cup S_N = \{-K/2, \ldots, K/2 - 1\} \). Let \( s[k] \) denote the information symbol on the \( k \)th subcarrier. The transmitted passband signal is

\[
\tilde{x}(t) = 2 \text{Re} \left( \sum_{k \in S_A} s[k] e^{j2\pi f_k t} g(t) \right), \quad t \in [0, T'],
\] (4)

where \( T' = (1 + \beta)T + T_g \) is the ZP-OFDM block duration accounting for a zero guard time of length \( T_g \); see Fig. 1 for an illustration. The Fourier transform of \( \tilde{x}(t) \) for \( f > 0 \) is

\[
\tilde{X}(f) = \sum_{k \in S_A} s[k] G(f - f_k) .
\] (5)

Assume that the channel consists of \( N_p \) discrete paths

\[
h(\tau; t) = \sum_{p=1}^{N_p} A_p(t) \delta(\tau - \tau_p(t)),
\] (6)

where \( A_p(t) \) and \( \tau_p(t) \) are the amplitude and delay of the \( p \)th path. Within one OFDM block, we assume that (i) the amplitude does not change \( A_p(t) \approx A_p \), and (ii) the path delay can be approximated as

\[
\tau_p(t) \approx \tau_p - a_p t,
\]

where \( \tau_p \) is the initial delay and \( a_p \) is the Doppler rate of the \( p \)th path. The parameter \( a_p \) can be expressed as \( a_p = v_p/c \), where \( v_p \) is the relative speed of the transmitter and the receiver.
projected on the $p$th path, and $c$ is the sound speed in water. As such, the received passband signal is

$$\tilde{y}(t) = \sum_{p=1}^{N_p} A_p \tilde{x}((1 + a_p)t - \tau_p) + \tilde{n}(t), \quad (7)$$

where $\tilde{n}(t)$ is the additive noise.

As described in [1], [3], the receiver first performs a resampling operation on the received passband signal to remove the dominant Doppler effect, leading to $\tilde{z}(t) = \tilde{y}(t/(1 + \hat{a}))$ where $(1 + \hat{a})$ is the resampling factor; The resampling factor $\hat{a}$ can be estimated based on the packet length change through the use of preamble and postamble [10], or by a synchronization algorithm based on a cyclic-prefixed OFDM preamble [11]. After downshifting, the baseband signal $z(t)$ is often sampled at the baseband rate $K\Delta f$, and hence the sampling interval is $T/K$. Since null subcarriers are placed at the edges of the signal band, this sampling rate does not incur any information loss. For each ZP-OFDM block, a total of

$$K' \triangleq (1 + \beta)K + (T_g/T)K \quad (8)$$

time-domain samples are obtained, which contain all useful information about the current block.

The receivers in [1], [3] first estimate the mean Doppler shift based on the minimization of the energy spilled to null subcarriers [12], [13]. After compensating the mean Doppler shift (say $\epsilon$ Hz) on the baseband sequence, FFT operation is performed after overlap-adding. The FFT output on the $k$th subcarrier can be expressed as

$$z[k] = Z(k/T + \epsilon) = \tilde{Z}(f_k + \epsilon) = \tilde{Y}((1 + \hat{a})(f_k + \epsilon)), \quad k = -K/2, \ldots, K/2 - 1 \quad (9)$$

where $Z(f)$, $\tilde{Z}(f)$, and $\tilde{Y}(f)$ are the Fourier transforms of $z(t)$, $\tilde{z}(t)$, and $\tilde{y}(t)$, respectively. Channel estimation and symbol detection in [1], [3] are performed based on the $K'$ frequency-domain samples $\{z[k]\}_{k=-K/2}^{K/2-1}$.

Clearly, the receivers in [1], [3] do not utilize all the information available per ZP-OFDM block: only $K$ frequency-domain samples are retained while there are $K' > K$ time-domain samples. In this paper, the benefit of frequency-domain oversampling is investigated in the context of underwater acoustic communication systems, and is confirmed using data collected from real experiments.
III. THE PROPOSED TRANSCEIVER DESIGN

We rely on the signal design in [5], [6], where the data subcarriers are separated from the pilot subcarriers by at least two null subcarriers. Specifically, subcarriers are divided into $N_G \triangleq K/8$ groups, with each group containing 8 subcarriers in the following pattern:

\[
\begin{bmatrix}
0 & P & 0 & 0 & D & D & D & 0
\end{bmatrix},
\]

where $P$ and $D$ denote a pilot symbol and a data symbol, respectively; see also Fig. 2. For the $g$th group, the index for the pilot subcarrier is $p_g = (-K/2) + 8g + 1$, and the indexes for the data subcarriers are $i_g - 1, i_g, i_g + 1$, where $i_g = -(K/2) + 8g + 4$. Some subcarrier groups on the edge of the signal band are turned off.

A. Receiver Model

We next present the channel input-output relationship for the signal design in Fig. 2. Using frequency-domain oversampling with an oversampling factor $\alpha \geq 1$, an $\alpha K$-point FFT operation is performed after padding $\{\alpha K - K'\}$ zeros to the baseband signal after Doppler shift compensation. Therefore, a total of $\alpha K$ frequency-domain samples are obtained. Obviously, when
\(\alpha = 1\), this operation reduces to the overlap-add receiver. Define
\[
\mathbf{\hat{f}}_{m'} = f_c + \frac{m'}{T}, \quad m' = -\alpha K/2, \ldots, \alpha K/2 - 1, \tag{11}
\]
where \(m'\) and \(k\) index the oversampled measurements and the physical subcarriers, respectively. The measurement \(z[m']\) on the frequency \(\mathbf{\hat{f}}_{m'}\) can be related to \(z(t)\) as
\[
z[m'] = \frac{1}{T} \int_0^{(1+\delta)T+T_0} z(t) e^{-j2\pi ft} e^{-j2\pi \alpha T t} dt. \tag{12}
\]
Substituting (4) and (7) into (12) yields,
\[
z[m'] = \sum_{p=1}^{N_p} \left[ A'_p e^{-j2\pi(f_{m'}+\epsilon)\tau'_p} \left( \sum_{k \in S_A} G^{(p)}_{m',k}(b_p) s[k] \right) \right] + \bar{\eta}[m'], \tag{13}
\]
where \(\bar{\eta}[m']\) is the additive noise and,
\[
A'_p = \frac{A_p}{1+b_p}, \quad \tau'_p = \frac{\tau_p}{1+b_p}, \quad b_p = \frac{a_p - \hat{a}}{1+\hat{a}}, \tag{14}
\]
\[
G^{(p)}_{m',k}(b_p) = G \left( \mathbf{\hat{f}}_{m'} - f_k + \frac{\epsilon - b_p \mathbf{\hat{f}}_{m'}}{1+b_p} \right). \tag{15}
\]
One can find that \((1+b_p)\) represents the residual Doppler rate after the resampling operation,
\[
1+b_p = 1 + \left( \frac{a_p - \hat{a}}{1+\hat{a}} \right) = \frac{1 + a_p}{1+\hat{a}}, \tag{16}
\]
and \(A'_p, \tau'_p\) are the scaled amplitude and delay, respectively.

We can rewrite (13) as
\[
z[m'] = \sum_{k \in S_A} \bar{H}_{m',k} s[k] + \bar{\eta}[m'], \tag{17}
\]
where \(k \in \{-K/2, \ldots, K/2-1\}\) is the subcarrier index, \(m' \in \{-\alpha K/2, \ldots, \alpha K/2-1\}\) is the index for the FFT outputs, and
\[
\bar{H}_{m',k} = \sum_{p=1}^{N_p} A'_p e^{-j2\pi(f_{m'}+\epsilon)\tau'_p} G^{(p)}_{m',k}(b_p). \tag{18}
\]
To separate channel estimation from data detection, we assume that the ICI beyond the direct subcarrier neighbors can be neglected [14]. Specifically, define
\[
H_{m',k} = \begin{cases} 
\bar{H}_{m',k} & |m'\alpha - k| \leq 1 \\
0 & \text{otherwise}
\end{cases}. \tag{19}
\]
Eq. (17) can then be rewritten as:

$$z[m'] = \sum_{k \in S_A} H_{m',k}s[k] + \eta[m'].$$  \hspace{1cm} (20)

Clearly, the effective noise is

$$\eta[m'] = \sum_{k \in S_A} (\bar{H}_{m',k} - H_{m',k}) s[k] + \bar{\eta}[m'].$$

which consists of the ambient noise and the residual ICI.

**B. Sparse Channel Estimation**

Based on (20), the receiver draws the following $2\alpha + 1$ frequency-domain samples for each pilot symbol transmitted as

$$
\begin{pmatrix}
  z[\alpha(p_g - 1)] \\
  \vdots \\
  z[\alpha p_g] \\
  \vdots \\
  z[\alpha(p_g + 1)]
\end{pmatrix} =
\begin{pmatrix}
  H_{\alpha(p_g - 1),p_g} \\
  \vdots \\
  H_{\alpha p_g,p_g} \\
  \vdots \\
  H_{\alpha(p_g + 1),p_g}
\end{pmatrix}
\begin{pmatrix}
  s[p_g] + \eta[\alpha p_g] \\
  \vdots \\
  s[p_g] + \eta[\alpha p_g]
\end{pmatrix}.$$

The channel’s frequency response at frequency $\hat{f}_{m'}$ can be obtained as

$$\hat{H}_{m',p_g} = z[m']/s[p_g], \quad m' = \alpha(p_g - 1), \ldots, \alpha(p_g + 1).$$  \hspace{1cm} (23)

in which, corresponding to $N_G$ pilot subcarriers, a total of $N_G(2\alpha + 1)$ channel measurements can be collected.

With the limited number of observations, there are much more channel coefficients $\{H_{m',k}\}$ to estimate. Using compressed sensing techniques, the receiver exploits the sparse nature of underwater acoustic channels and jointly estimates the complex gain, Doppler scale, and delay triplets $\{A'_{p}, b_{p}, \tau'_{p}\}_{p=1}^{N_p}$ corresponding to $N_p$ discrete paths. However, this is a nonlinear estimation problem, as evidenced by (18). To render the nonlinear estimation problem into a linear one, the delay and Doppler scale will be searched over an over-parameterized dictionary, as described next.
Specifically, the sparse channel estimator searches for possible paths on a two dimensional dictionary of \((b, \tau')\) of size \(N_b \times N_{\tau}\), with each dimension uniformly discretized as,

\[
b \in \{-b_{\text{max}}, -b_{\text{max}} + \Delta b, \ldots, b_{\text{max}}\},
\]

\[
\tau' \in \left\{0, \frac{T}{\lambda K}, \frac{2T}{\lambda K}, \ldots, T_g\right\},
\]

where \(\Delta b\) and \(T/(\lambda K)\) denote the uniform sampling steps along the delay axis and the Doppler rate axis, respectively, with \(\lambda\) an integer to control the time-domain resolution. Hence, there are \(N_b N_{\tau}\) tentative paths to be searched.

The channel measurements of all the groups can be stacked into an \(N_G (2\alpha + 1) \times 1\) vector,

\[
\hat{h}_P = [\hat{H}_{\alpha(p_0-1),p_0}, \ldots, \hat{H}_{\alpha(p_0+1),p_0}, \ldots, \hat{H}_{\alpha(p_{NG}-1),p_{NG}}, \ldots, \hat{H}_{\alpha(p_{NG}+1),p_{NG}}]^T,
\]

which shall contain the contributions from all possible paths. Let \(\xi_{i,j}\) denote the complex amplitude corresponding to the path on the \((b_i, \tau_j)\) grid. Based on (26), (18), (19), one can compactly expressed \(\hat{h}_P\) as

\[
\hat{h}_P = \sum_{i=1}^{N_b} \sum_{j=1}^{N_{\tau}} \xi_{i,j} \Lambda_j \Gamma_i + \eta_P.
\]

with \(\eta_P\) denoting the channel measurement noise, and

\[
\Lambda_j = \text{diag} \left( e^{-j \frac{2\pi (f_{m'} + e) \tau'_j}} \right),
\]

\[
[\Gamma_i]_{m',l} = \begin{cases} g^i_{m',l}(b_i) & |m'/\alpha - l| \leq 1, \\ 0 & \text{otherwise} \end{cases}
\]

where, \(g^i_{m',l}(b_i)\) is defined as in (15), \(m' \in \{\alpha(p_g - 1), \alpha(p_g - 1) + 1, \ldots, \alpha(p_g + 1)\}_{g=0}^{N_G-1}\) and \(l \in \{p_g\}_{g=0}^{N_G-1}\), the sizes of \(\Lambda_j\) and \(\Gamma_i\) are \(N_G (2\alpha + 1) \times N_G (2\alpha + 1)\) and \(N_G (2\alpha + 1) \times N_G\), respectively.

Noticing that most elements of \(\xi\) are zero, the sparse channel parameters are found through the optimization problem,

\[
\min_{\xi} \|\hat{h}_P - A\xi\|_2 + \zeta |\xi|_1,
\]
where the constant $\zeta$ controls the sparsity of the solution. In this paper, we use the SpaRSA algorithm from [15] to solve (29).

C. MMSE Channel Equalization

Channel equalization is applied on each group separately. For the $g$th group with three data symbols $s[i_g-1], s[i_g], s[i_g+1]$, the related channel outputs are

$$
\begin{pmatrix}
    z[\alpha(i_g-2)] \\
    \vdots \\
    z[\alpha i_g] \\
    \vdots \\
    z[\alpha(i_g+2)]
\end{pmatrix}
\begin{pmatrix}
    H_{\alpha(i_g-2),(i_g-1)} & 0 & 0 \\
    \vdots & \vdots & \vdots \\
    H_{\alpha(i_g-1),i_g} & H_{\alpha(i_g,i_g)} & H_{\alpha(i_g,(i_g+1)} \\
    \vdots & \vdots & \vdots \\
    0 & 0 & H_{\alpha(i_g+2),(i_g+1)}
\end{pmatrix}
\begin{pmatrix}
    s[i_g-1] \\
    s[i_g] \\
    s[i_g+1]
\end{pmatrix}
\begin{pmatrix}
    \eta[\alpha(i_g-2)] \\
    \vdots \\
    \eta[\alpha(i_g)] \\
    \vdots \\
    \eta[\alpha(i_g+2)]
\end{pmatrix}
\equiv \begin{pmatrix}
    z_g \\
    H_g \\
    \eta_g
\end{pmatrix}
$$

(30)

The vector $z_g$ is of length $4\alpha + 1$. With $\alpha = 1$ in the conventional receiver, 5 measurements are used to decode 3 symbols, while an oversampling factor of $\alpha = 2$ leads to 9 available measurements to decode 3 symbols.

Given (21), one can find that the characteristics of $\eta_g$ depend on the ambient noise and the ignored ICI. For simplicity, we assume that $\eta_g$ has zero mean and covariance matrix $N_0 I_{4\alpha+1}$. The MMSE equalizer’s output is

$$
\hat{d}_g^{mmse} = \left( H_g^H H_g + \frac{N_0}{E_s} I_3 \right)^{-1} H_g^H z_g,
$$

(31)

where $E_s$ is the symbol energy. In this paper, we estimate the noise variance $N_0$ based on the energy on the null subcarriers. At high signal-to-noise ratio (SNR), the MMSE equalizer reduces to the zero-forcing (ZF) equalizer given by

$$
\hat{d}_g^{zf} = \left( H_g^H H_g \right)^{-1} H_g^H z_g.
$$

(32)

Other equalizers such as those based on decision feedback (DFE) [7] or Markov Chain Monte Carlo (MCMC) [16], [17] could also be considered. However, since strong nonbinary LDPC channel coding [18] will be used to evaluate the coded block error rate performance, we focus on linear equalizers in this paper.
Fig. 3. BLER bound with full channel knowledge, rectangular window

Fig. 4. BLER performance with estimated channels, rectangular window, $\sigma_v = 0.25$ m/s

Fig. 5. BLER performance with estimated channels, $\sigma_v = 0.10$ m/s

Fig. 6. BLER performance with estimated channels, $\sigma_v = 0.25$ m/s

IV. NUMERICAL SIMULATION

The sparse channel consists of $N_p = 10$ discrete paths, where the inter-arrival time follows an exponential distribution with mean 0.5 ms. The amplitudes are Rayleigh distributed with the average power decreasing exponentially with the delay, where the difference between the beginning and the end of the guard time of 13.1 ms is 6 dB. The Doppler rate $\alpha_p$ of each path is drawn from a zero mean Gaussian distribution with standard deviation $\sigma_v f_c / c$, where $\sigma_v$ denotes the standard deviation of the platform velocity, and $c$ is the sound speed in water being set to
1500 m/s. Hence, the maximum possible Doppler is about $\sqrt{3} \sigma_v f_c/c$.

The ZP-OFDM signal parameters are tailored according to the setting of the SPACE08 experiment in Table I, with the only exception of $T_g = 13.1$ ms. The subcarrier allocation in Fig. 2 is adopted. Out of the $N_G = K/8 = 128$ groups, 8 groups on each edge of the signal band are turned off for the band protection, while the pilot subcarriers therein are still used to carry pilot symbols. Hence, there are $|S_P| = 128$ pilot subcarriers and $|S_D| = 384$ data subcarriers in total. The data symbols are encoded with a rate-1/2 nonbinary LDPC code [18] and modulated with a 16-QAM constellation, which leads to data rate:

$$R = \frac{1}{2} \frac{|S_D| \cdot \log_2 16}{(1 + \beta)T + T_g}. \quad (33)$$

For raised-cosine windows with $\beta = 0, 1/16, 1/8$, the overall data rates are $R = 6.5, 6.2, 5.9$ kb/s, respectively.

The dictionary for the sparse channel estimation are constructed with $\Delta b = \Delta v/c, \Delta v = 0.06$ m/s, $N_D = 15$ and $\lambda = 2$ in (24) and (25), respectively. The MMSE equalizer of Section III-C is adopted for data symbol detection. The block-error-rate (BLER) after channel decoding is used for the performance comparison.

With full channel knowledge, Fig. 3 demonstrates the BLER performance bound with different standard deviations of the Doppler rate. A total of 2000 Monte Carlo runs are used. Comparing the performance of conventional receiver and the frequency-oversampling receiver, we observe...
that the performance of the latter remains almost the same as the Doppler spread increases, while the performance decreases considerably for the receiver without oversampling.

Fig. 4 shows the BLER curves with estimated channel knowledge where both MMSE and zero-forcing (ZF) equalizer are adopted. A total of 2000 Monte Carlo runs are used. One can find that the frequency oversampling receiver outperforms the conventional sampling receiver by about 1.5 dB, while the improvement of MMSE equalizer relative to the ZF equalizer is slight.

Figs. 5 and 6 depict the block-error-rate (BLER) performance of two receivers using different windows and different standard deviations of the Doppler rate. For the conventional sampling receiver, the BLER performance of raised-cosine window is better than that of the rectangular window, and the performance gap improves as the roll-off factor increases. However, for the frequency oversampling receiver, the performance gap between the two types of windows becomes very small. Compared with the windowing operation, the performance gain of the frequency-domain oversampling receiver is more pronounced, especially in the scenario with large velocity deviation.

To understand how much frequency-oversampling helps on different receiver modules, we plot in Figs. 7 and 8 the BLER performance of receivers of four different cases:

- Case 1): conventional sampling for channel estimation and oversampling for data detection;
- Case 2): conventional sampling for both channel estimation and data detection;
- Case 3): oversampling for channel estimation and conventional sampling for data detection;
- Case 4): oversampling for both channel estimation and data detection.

One can find the receiver performance degrades significantly if frequency-domain oversampling is only applied for data symbol detection (case 1), since the channel information at the virtual subcarriers is not explicitly available. The performance of the receiver in case 3 is slightly better than that of the receiver in case 2. Hence, data detection with conventional sampling cannot effectively benefit from the improved channel information due to frequency oversampling. Considerable performance improvement is achieved only when frequency-domain oversampling is used for both channel estimation and data detection.

V. SPACE08 EXPERIMENTAL RESULTS

This experiment was held off the coast of Martha’s Vineyard, Massachusetts, from Oct. 14 to Nov. 1, 2008. The water depth was about 15 meters. Among all the six receivers, we only
consider the data collected by three receivers, labeled as S1, S3, S5, which were 60 m, 200 m, and 1000 m away from the transmitter. Each receiver array consists of twelve hydrophones. During the experiment, two storm cycles showed up, one around Julian date 297 and the other around Julian date 300. The latter storm was more severe. We only consider the data recorded from Julian dates 299-301, the days around the second storm cycle. For each day, there are ten recorded files, each consisting of twenty OFDM blocks. Parameter settings of this experiment are summarized in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_c$</td>
<td>13 kHz</td>
</tr>
<tr>
<td>$B$</td>
<td>9.77 kHz</td>
</tr>
<tr>
<td>$K$</td>
<td>1024</td>
</tr>
<tr>
<td>$T$</td>
<td>104.86 ms</td>
</tr>
<tr>
<td>$\Delta f := 1/T$</td>
<td>9.54 Hz</td>
</tr>
<tr>
<td>$T_g$</td>
<td>24.6 ms</td>
</tr>
</tbody>
</table>

A. BLER Performance with Stationary Receivers

Due to the mild Doppler effect, resampling operation is not performed. One example of the estimated paths on the delay-Doppler plane on Julian date 299 is shown in Fig. 9. The BLER performance averaged over Julian dates 299-301 by combining an increasing number of phones is shown in Fig. 10. Compared with the conventional sampling, frequency-domain oversampling helps to achieve similar performance with less number of phones. Obviously, more frequency-domain observations leads to better channel estimation and symbol detection performance.

B. BLER Performance with Moving Receivers

With the same transmitter, additional data were collected by an 8-element array, towed by a vehicle moving at the speed of about 1 m/s. Four runs of data were collected, each with twenty OFDM blocks. The estimated resampling factor for each run is $[1.0006, 0.9991, 0.99913, 1.0001]$, which corresponds to a moving speed of $[0.85, 1.3, 1.35, 0.15]$ m/s, respectively. One example of the estimated paths on the delay-Doppler plane is shown in Fig. 11. One can see that
Fig. 9. Sample of sparse channel estimates in the SPACE08 experiment, receiver S3 (1000 m), Julian Data 299.

Fig. 10. BLER performance with stationary receivers in the SPACE08 experiment.

The paths are associated with large Doppler rates due to the platform motion. Fig. 12 shows the BLER performance of the conventional sampling method and the frequency oversampling method with and without resampling operation. For the case without resampling operation, the performance gain of frequency oversampling is significant due to the large Doppler scaling effect. After removing the main Doppler effect by resampling the received signal, the performance gap between the conventional sampling method and the frequency oversampling method gets decreased, which agrees very well with the simulation results.

VI. WHOI09 EXPERIMENTAL RESULTS

This experiment was carried out in the Buzzards Bay, Massachusetts, from Dec. 07 to Dec. 08, 2009. The water depth was about 15 meters. Two buoy-based receivers were deployed at 1000 me-
Fig. 11. Sample of sparse channel estimates in the SPACE08 experiment, moving receiver.

Fig. 12. BLER performance with moving receivers.

eters and 2000 meters away from the transmitter, each with 4 hydrophones. Due to the malfunction of the second hydrophone during the experiment, we only consider the data recorded by the first, third, and fourth phones. There were three transmissions in total, where each transmission consisted of 15 OFDM blocks using the rectangular window, 15 blocks using a raised-cosine window with $\beta = 1/16$, and the other 15 blocks using a raised-cosine window with $\beta = 1/8$. The ZP-OFDM parameters are as follows: $f_c = 31$ kHz, $B = 10$ kHz, $K = 1024$, $T = 102.4$ ms, and $T_g = 24$ ms.

One example of the estimated paths on the delay-Doppler plane is shown in Fig. 13. Due to
the calm environment and large input SNR, most received blocks can be decoded with just one phone, hence, the performance difference between different settings is hard to tell. To enlarge the difference, the received signal is decoded without the Doppler shift compensation step [1]. We here only consider the signal received at the buoy 2000 meters away from the transmitter. The number of decoded blocks in error out of the total 45 blocks are shown in Table II, with 16-QAM constellation and rate-1/2 nonbinary LDPC coding [18]. The benefit of frequency-domain oversampling can be seen.

![Sample of sparse channel estimates in the WHOI09 experiment.](image)

Fig. 13. Sample of sparse channel estimates in the WHOI09 experiment.

<table>
<thead>
<tr>
<th>Doppler speed [m/s]</th>
<th>Delay [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.5</td>
<td>0.5</td>
</tr>
<tr>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>-0.5</td>
<td>1.5</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>0.5</td>
<td>2.5</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>1.5</td>
<td>3.5</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>2.5</td>
<td>4.5</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>3.5</td>
<td>5.5</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>4.5</td>
<td>6.5</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>5.5</td>
<td>7.5</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
</tr>
</tbody>
</table>

To highlight the performance difference between the window types, the received signal is artificially scaled after main Doppler shift compensation. The scaling factor is chosen according

<table>
<thead>
<tr>
<th>The number of Phones</th>
<th>Rectangular window</th>
<th>Raised-cosine $\beta = 1/16$</th>
<th>Raised-cosine $\beta = 1/8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without oversampling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>With oversampling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

To highlight the performance difference between the window types, the received signal is artificially scaled after main Doppler shift compensation. The scaling factor is chosen according
to a zero mean Gaussian distribution with standard deviation $\sigma_v/c$. With 50 Monte Carlo runs, the average BLER curves over the three transmissions (each consisting of $50 \times 15$ blocks) versus different standard deviation of the velocity are plotted. Fig. 14 shows the average BLER performance over three transmissions of the scaled version of the received signal with scaling factor of $v/c$. Compare the BLER performance corresponding to different windows. One can find that the performance using the raised-cosine window is similar to that of rectangular window.

![Graph showing BLER with different windows and receivers](image)

**Fig. 14.** BLER with conventional sampling, WHOI09 experiment, 16QAM. The received signals are artificially scaled.

**VII. CONCLUSIONS**

In this paper, we presented a zero-padded OFDM transceiver design with rectangular and raised-cosine pulse-shaping windows for underwater acoustic communications. Numerical and experimental results demonstrated that frequency-domain oversampling improves the system performance considerably, and the gain becomes larger as the channel Doppler spread increases.
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