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Abstract— Packet Fair Queueing (PFQ) algorithms have been exten-
sively studied for provision of Quality of Service (QoS) guarantees in
Integrated Services Networks. Because of the fixed weight assignment,
the inherent in PFQ delay-bandwidth coupling imposes limitations on the
range of QoS that can be supported. We develop PFQ with determinis-
tic time-varying weight assignments, and we propose a low-overhead al-
gorithm capable of supporting arbitrary piecewise linear service curves
which achieve delay-bandwidth decoupling. Unlike existing service-curve
based algorithms, our time-varying PFQ scheme mitigates the punishment
phenomenon, and allows sessions to exploit the extra bandwidth in under-
loaded networks.

Keywords—packet fair queueing, generalized processor sharing, service
curves; integrated services networks

I. INTRODUCTION

In integrated services networks, the provision of Quality of Ser-
vice (QoS) guarantees depends critically upon the scheduling
algorithm employed at the network switches. The scheduling
algorithm determines the transmission order of packets in out-
going links and thus, it has a direct impact on the packet delay
and achievable throughput, which serve as primary figures of
merit for the system performance. The Generalized Proces-
sor Sharing (GPS) [6] discipline and the numerous Packet Fair
Queueing (PFQ) algorithms are widely considered as the pri-
mary scheduler candidates in the emerging broadband multi-
service networks. This is because GPS has been shown to pro-
vide both minimum service rate guarantees and isolation from
ill-behaved traffic sources. Not only have GPS-based algo-
rithms been implemented in actual switches in wired networks,
but also they have been studied in the context of wireless net-
works (see, e.g., [10] and references therein).

The fundamental notion in GPS-based algorithms is that the
amount of service session ¢ receives from the switch (in terms
of transmitted packets) is proportional to a positive weight ¢;.
As aresult, GPS (and its numerous variants) is capable of deliv-
ering bandwidth guarantees; the latter translate to delay guaran-
tees as long as there is an upper bound on the amount of incom-
ing traffic (this bound could be either deterministic for leaky-
bucket constrained sessions [6], or stochastic, as in e.g., [16]).
However, it is expected that future networks will support mul-
tirate multimedia services with widely diverse delay and band-
width specifications. For example, video and audio have delay
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requirements of the same order, but video has an order of mag-
nitude greater bandwidth requirements than audio. Known as
delay-bandwidth coupling, the mutual dependence of delay and
bandwidth guarantees constitutes as one of the major shortcom-
ings of PFQ.

To overcome these problems, [3] and [8] introduce the no-
tion of service curves (SC); a SC S;(t) can be thought of as
the minimum amount of service that the switch guarantees to
session 4 in the interval [0,¢]. SCs dispense with the delay-
bandwidth coupling as the shape of S;(t) could be arbitrary.
However, as noted in e.g., [13], SC algorithms suffer from the
punishment effect: when session ¢ receives in [0, ¢,] more ser-
vice than S;(t1) (for example, this could happen if the system
is under-loaded in [0, ¢;]), and the load increases at t;, then
there is an interval (¢;, 2] where session 4 does not receive any
service at all. Eventually session ¢ will receive service at least
equal to S;(t2) in [0, £2], but, nevertheless, it is penalized for
the extra service it received in [0,¢;]. From a practical point
of view, the punishment phenomenon is undesirable, because it
does not allow sessions to take advantage of potentially avail-
able bandwidth in the system. We note that GPS does not suffer
from the punishment problem [6]. Therefore, it is of interest to
study whether PFQ with proper weight assignment is capable
of providing the same QoS services as SC-based algorithms,
while obviating the punishment phenomenon.

Unfortunately, there are cases where GPS is not capable of
supporting arbitrary piecewise-linear SCs even with non rate-
proportional weight assignment [9]. Noting that in GPS (and
hence in PFQ) the weight assignment is fixed throughout the
lifetime of the sessions, herein we study PFQ when the weight
assignment is time-varying. In this paper, our goal is to extend
PFQ and make it capable of supporting piecewise linear SCs
with minimum overhead. Our contribution lies in showing how
the time-varying weight assignment can be done deterministi-
cally for each session and independently of the other sessions,
thus preserving the isolation properties of PFQ. As a result,
our deterministic time-varying PFQ (DTV-PFQ) is capable of
combining the strengths of GPS and the service flexibility of
SC based algorithms. Moreover, illustrating that DTV-PFQ can
support as many multiple leaky-bucket constrained sessions as
EDF constitutes an important ramification of our work.
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II. MODEL DESCRIPTION

In this section we briefly review results on GPS, SCs, EDF, and
describe the deterministic model that we will use in the follow-
ing sections to study DTV-PFQ. We consider a single network
switch which multiplexes data packets sent by various sessions.
The amount of traffic (“bits”) that session 4 transmits in (7, €] is
denoted by A;(7,t), and is upper bounded by the traffic enve-
lope A;(t):=sup{A(7,t + 7)}. In the case of a leaky-bucket
o<

constrained session [2], two positive constants, o;, p;, deter-
mine the affine A;(t) = o, + p;t; this traffic envelope is gener-
alized to a multiple leaky-bucket [15]:

Ai(t):= 151215n1{;{ai’k + pik}-

According to [6], a GPS server operates at a fixed rate r
and is work-conserving. Each session ¢ is characterized by a
positive constant ¢;, and the amount of service R;(r,t) ses-
sion 4 receives in the interval (7, t] is proportional to ¢; (pro-
vided that the session is continuously backlogged). In the worst
case, the minimum guaranteed rate g; given to session i is
gi = ro;/ Z;Y___Bl ¢;, where N is the maximum number of
sessions that could be active in the system.

However, switches operate at the packet or cell level and
GPS assumes a fluid model of traffic. Hence, in practice GPS is
approximated by a Packet Fair Queueing (PFQ) algorithm [6].
Central to almost all PFQ algorithms is the notion of “virtual
time” or “‘system potential” (see [ 12] for a unifying framework)
which is used for the assignment of deadlines: when the n-th
packet of session 7 arrives to the switch at time tE") , the packet

is time-stamped with a deadline F{™, which is a function of
the virtual time and ¢;. In [6], the virtual time V (t) is a scalar
quantity, which is incremented every time a packet arrives or
departs from the scheduler:

;

V) =V(E~-1)+ =——r (1)
@ =vit=7 Yienw) i

F™ = max{F" ™, v(£™)} + ‘% . )

The packets are transmitted by the switch in increasing order
of their time-stamps. The virtual time measures the progress of
the work in the system, and it is primarily responsible for the
absence of the punishment phenomenon in PFQ algorithms [6].

Going a step beyond rate-based (such as GPS) or deadline-
based (such as EDF) schedulers, a SC based scheduler attempts
in [0,] to provide service to session % greater or equal to
S;(t) [2,8]. The SC can have an arbitrary shape (as long as
it is a non-decreasing real function of ¢), and it can be used to
provide delay or bandwidth guarantees [8]: a minimum band-
width g; is guaranteed if 8S;(t)/0t > g;, and a delay bound
d; is guaranteed if S;(t) > A;(t — d;) (Fig. 1). Moreover,
it is straightforward to check whether the switch is capable of

satisfying all SCs by performing the following test {8]:

N-1
Sty <tr, VE>0.

=0

©)

To implement SCs in packet switched networks, [8] proposes
the SC based Earliest Deadline first policy (SCED), where ev-
ery packet upon its arrival is assigned a deadline; the deadline is
basically a function of S;(¢) and the number of packets session
i has transmitted up to time ¢. The packets are transmitted in
increasing order of their deadlines. Apart from “resetting” [8],
in SCED the assignment of deadlines to packets of a particu-
lar session does not take into consideration the behavior of the
other sessions. Thus, the punishment feature of SCED, which
is our main motivation for the development of the Determinis-
tic Time-Varying PFQ (DTV-PFQ).

III. PUNISHMENT IN SCED

As acknowledged in [8] and mentioned in [13], SCED exhibits
the punishment property, which does not appear in GPS. Let
us illustrate this with the following example (similar to an ex-
ample in [6]): suppose that we are interested in providing min-
imum rate guarantees to a system with two sessions “1” and
“2”. Both of them are to receive 50% of the service rate. Us-
ing SCs, we could have S; (t) = S2(t) = rt/2, whereas under
GPS we would have ¢; = ¢o = 0.5. We make the assump-
tion that the scheduler operates in discrete time slots, and we
let session “1” start transmitting at slot O, whereas session “2”
starts at slot 10. In the interval [0, 9], session “1” receives 100%
of the available bandwidth: normally, source “1” starts trans-
mitting packets at a rate no greater than r/2, because this is
the rate which is guaranteed to the source. However, based on
feedback information from the receiver (e.g., “packets arrived
sooner than expected”), session “1” could decide to increase
its rate. Figs. 2 and 3 show the bandwidth which is allocated
to sessions “1” and “2” in the interval [0, 30] under SCED and
WEFQ. To study how bandwidth is allocated, we make both ses-
sions continuously backlogged by having them transmit at rate
1.5r. It is clearly illustrated that under WFQ, session “1” is
allocated 100% of the bandwidth in [0, 9] and 50% of the band-
width in {10, 30]. On the other hand, under SCED, session “1”
receives 100% of the bandwidth, but in [10, 14] session “1”
does not receive any service at all. Eventually, in [0, 30], ses-
sion “1” receives at least 50% of the bandwidth, as it was adver-
tised. Nevertheless, session ““1” is punished for being greedy in
[0,%4].

IV. DETERMINISTIC TIME-VARYING PFQ

To overcome the performance limitations caused by the delay-
bandwidth coupling of GPS, herein we propose a time-varying
assignment of weights, which provides us with more degrees
of freedom than the non rate-proportional weighting of {14]. In
other words, the weight ¢; which is assigned to a session 7 is a

622



function of time ¢;(t). We focus in the case where the varia-
tions in ¢;(t) are carried out in a deterministic fashion and un-
like [1,5], we develop a framework with minimum overhead.
First, we discuss why in theory a Time-Varying GPS is capable
of implementing SCs of arbitrary shapes, but it is difficult to
realize them in practice. Then, we focus on piecewise linear
SCs!. We provide a practically realizable weight assignment
algorithm which guarantees that prescribed delay bounds can
be met by DTV-PFQ (as long as the delay bounds are EDF-
feasible). Hence, we show that our newly introduced scheme
is optimal in the schedulability-region sense if the traffic en-
velopes are piecewise linear functions.

In theory, a time-varying GPS system is capable of accom-
modating arbitrarily shaped SCs S; () provided that (3) is satis-
fied. By setting ¢;(t) = OS(t)/8t, we obtain 3~ 5" ¢(t) < 1
at any time ¢, and as a result, fot ¢i(7)dr > Si(t), Vt > 0, pro-
vided that S, (t) is differentiable (we will address the case when
the derivative does not exist later on). Hence, the deterministic
assignment ¢;(t) = 85(t)/0t makes GPS equivalent to a SC
based scheduler. Intuitively thinking, the equivalence between
a time-varying GPS system and a SC based system should not
come as a surprise. However, what perhaps comes as a surprise
is the difficulty of implementing an arbitrary weight assign-
ment in a packet-by-packet practically realizable system.

In a real system, the GPS scheduler assigns deadlines to in-
coming packets; these deadlines as explained in Section II, are
given as a function of the virtual time of the system and the
weight of the session. Let us consider a packet of session ¢ that
arrives at time ;. This packet will be transmitted by the system
at a later time £, > ¢;. At time {5, the weight of the session
is ¢i(t2) = Q“% |e=¢,- However, the time instant ¢, is not
known upon the packet arrival at ¢;. The time ¢, does not only
depend on the backlog of the session 7 at time ¢;, but also on the
backlog and future packet arrivals of the other sessions. There-
fore, unless the SC has a constant slope (which corresponds to
fixed weight assignments) or the service curve depends only on
the arrivals of a particular session, it is quite challenging to as-
sign deadlines to packets upon their arrival. A possible solution
is the computationally expensive algorithm of [1], which uses
a vector V € R? as virtual time in the system. However, in
high-speed (gigabit) networks, the implementation overhead of
the scheduler should be kept as small as possible.

Fortunately, in the case of piecewise linear SCs, the imple-
mentation of DTV-PFQ is possible using a scalar virtual time.
Before we describe our approach, let us define formally the
SCs which can be provided to individual sessions. [7, 8] have
provided computationally efficient scheduling algorithms for

!In integrated services networks, piecewise linear SCs can be used to provide
multirate services [7], and delay guarantees to sessions constrained by multiple
leaky buckets; we note also that multiple leaky-buckets have been proposed to
model real-life applications and have been shown to result in improved network
utilization [4].

piecewise linear SCs S;(t) defined as:
S;(t) = max{0, k=I11:l.i.l.'l,K.-{ai'k +bixt}},

where a; i, bix (1 < ¢ < N, 1 Lk < K;) are real constants
satisfying:

by >by>...>bg, >0,1<¢< N and

g —AKg—1

a2 - Q
1< 2 1 )
bK.' - bK(—l

S h T,

Herein, we allow the piecewise linear SC to be zero in the in-
terval [0, 7;) and have an initial “burst’:

t> T,

0 <t< T;

4
‘We note that the introduction of the constant T; (which is zero
in [7,8]) allows our DT V-PFQ scheme to model an EDF sched-
uler for multiple-leaky buckets. Indeed, if session ¢ has traffic
envelope:

Si(t) = { max{o, k=¥}12K;{ai’k + bi,kt}}

Ai(t) = min {oik + pikt},

then the allocation® of the SC S;(t) < A;(t — d;) guaran-
tees the delay bound d; as long as (3) holds (Fig. 1). There-
fore, modulo approximation errors induced by any virtual-time
based implementation [6], our DTV-PFQ scheme is capable of
achieving approximately the schedulability region of an EDF
scheduler (for multiple leaky-bucket constrained sessions).

As (1) and (2) indicate, the virtual-time based implemen-
tation of a PFQ system basically amounts to using session
weights for the assignments of deadlines. In our DTV-PFQ,
we encounter 3 issues:

11) the weight of session 7 assumes K; discrete values.

12) the delay factor 7; should be taken into account in the
assignment of the deadline of the first packet of a session

13) the term a; ; (the “burst”) in the service curve at time T;
corresponds to an infinite slope and should be handled
in an appropriate way.

We can apply the following procedure to address |11): when
a packet of session ¢ arrives, we use the method of [7, 8] to
determine what is the slope b; x of S;(t) which corresponds to
that packet. Then, we set ¢; equal to b; 1 /7.

Issue 12) is taken care of by adding to the deadline of the first
packet of the session the term VirtualOffset;, which is defined
as:

T;
Virtua,lOffset,-::/ I;(t) dt 5)
0

N -
> i)

J=15i

ZThe allocation of the SC amounts to: T; + di, b « Pik, Qi
ik — Pikd;
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where I;(t) is an indicator function defined by:

ey J 1:V35 8;(¢) is differentiable at t
L) = { 0: otherwise » ©
and @;(t) is the slope of S;(t):
; 85 1. g.(t) is differentiable
: = ot r %7
¢i(t) { 0 otherwise ™

Note that we adopt the convention that if no S;(t) is differen-
tiable at a specific ¢, then the overall value of the integrated
quantity is O (at that specific ).

Issue I3) is handled by setting ¢; = oo for the packets of the
session which correspond to the sudden “burst”. As (1) and (2)
suggest, if ¢; = oo, the virtual time and the finishing time of
the session are not updated.

Our DTV-PFQ system can be implemented using the algo-
rithm® in Fig. 4. Our algorithm extends the algorithms of [6,8]
by addressing 11), 12), and I3), while maintaining the same
complexity as the algorithm of [8].

To illustrate the operation of our algorithm, we assume a sys-
tem which supports two sessions (“1” and *“2”). We simulate
the system for 20 slots, and we make both sessions transmit at
rate 2r (to keep them both continuously backlogged, which al-
lows us to study the bandwidth allocation). Session “1” starts
transmitting at slot 0, whereas session “2” starts transmitting
at slot 4. Fig. 5 and 6 illustrate the bandwidth allocation un-
der SCED and under DTV-PFQ. We assume that b; = 25%,
bs = 75%, Th = 10, T» = 5. As Fig. 5 depicts, session “1”
does not receive any service at all in [4,11], being penalized
for the extra bandwidth it received in {0, 9]. On the other hand,
DTV-PFQ does not penalize session “1” (Fig. 6), because ses-
sion “1” still receives service in [4, 11]. Under both schedulers,
we observe that in the long run sessions “1” and “2” receive
respectively 25% and 75% of the bandwidth; but it is in the
transient that DTV-PFQ performs better than SCED. It can be
seen, however, that there is a small punishment for session “1”*:
this comes as a result of the inherent trade-off between fair-
ness and SC provision (see also, e.g., [13, pg. 253]) and the
approximation errors induced by the packet-based implemen-
tation [11].

V. CONCLUSIONS

In this paper we have presented a deterministic time-varying
weight assignment procedure for PFQ-based switching sys-
tems. By supporting piecewise linear SCs, our scheme dis-
penses with the delay-bandwidth coupling and targets inte-
grated services networks. Unlike existing SC based algorithms,
our time-varying PFQ scheme does not exhibit the punishment
phenomenon and allows sessions to exploit the extra bandwidth
in under-loaded networks. Future research avenues include the
study of stochastic time-varying weight assignment procedures

3Further details, proofs, and simulation examples can be found in [11).
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Fig. 2. Bandwidth Allocation under GPS

which take into account the probabilistic description of incom-
ing traffic (for wired networks), and the varying channel capac-
ity (in wireless networks).
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