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Abstract—In this letter we study the statistical performance of 2 is Q=N"1 Zf\zl R?, whereN is the number of available
two moment-based estimators for thei parameter of Rice fading  samplesR; of the envelope [4]. However, the ML estimate for
distribution, as less complex alternatives to the maximume-likeli- K can be obtained only by finding the root of a nonlinear equa-

hood estimator. Our asymptotic analysis reveals that both estima- fi 41 which i b ical d The it
tors are nearly asymptotically efficient, and that there is a com- 10N [4], which is a cumbersome numerical procedure. The it-

promise between the computational simplicity and the statistical €rative expectation-maximization algorithm for calculating the
efficiency of these two estimators. We also show, by Monte Carlo ML estimate of K [5] provides some computational facilities,
simulation, that the fading correlation among the envelope samples put still is not easy-to-use. The minimum chi-square method,
deterlor.ates the pgrformance of both estimators. However, the sim- which is asymptotically equivalent to the ML method [3] and is
pler estimator, which employs the second and the fourth moments . . . . .

used in [2] and [6] for estimating, has its own undesired com-

of the signal envelope, appears to be more suitable for real-world . -
applications. putational complexity. The method of moments [3], on the other

. . : i hand, provi impl rameter estimators. A compli mo-
Index Terms—Asymptotic analysis, fading channels, maximum and, provides simple parameter estimators. A complicated mo

i . 21
likelihood, method of moments, Monte Carlo simulation, param- Ment-based estimator, in termsBfR] and E[ "], is proposed
eter estimation, Rice distribution. in [4]. In an attempt to find a simple moment-based estimator

for K, an estimator is independently proposed in [7] and [8]

(see also [9]) which relies upon a closed-form expressiotTor

in terms of E[R?] and E[R*]. This estimator is much easier to
HE RICE fading distribution is a suitable model for thecompute and its utility has been validated with measured data
fluctuations of the signal envelope in those narrowbarid [8]. However, its statistical properties have not been studied

multipath fading channels where there is a direct line-of-sigho far.

(LOS) path between the transmitter and the receiver [1]. Theln this letter, we evaluate the performance of the above

Rice probability density function (PDF) of the received signdWwo moment-based estimators by comparing the normalized

|I. INTRODUCTION

envelope R(t) is given by asymptotic variance of the estimators with the Cramer—Rao
lower bound (CRLB) [3], assuming independent and identically
fr(r) distributed (iid) samples. We then investigate the effect of finite
) P sample size on the performance of the estimators, via Monte
_ KAL), exp(—K—M>IO <2 M r), Carlo simulations. Finally, we study the behavior of the two
L L L moment-based estimators for correlated samples, which are
r>0, K>0, £2>0 more likely than independent samples to be encountered in
practice.

wherel,, () is thenth-order modified Bessel function of the first
kind, andK and{2 = E[R?] are the shape and scale parameters,
respectively. The paramet&r is the ratio of the power received |l TWO MOMENT-BASED ESTIMATORS AND |ID SAMPLES

via the LOS path to the power contribution of the non-LOS Letus defing, = E[R]/\/E[R? andy = V[R?]/(E[R?])?
paths, and is a measure of fading whose estimate is Importgg, v | denoting the variance. Based on the general expres-

in link budget calculations [2]. sion for thefth-order moment of the Rice distribution [1], it is
It is well known that under some conditions, the method @fraightforward to show that:

maximum likelihood (ML) results in efficient estimates for the
unknown parameters of a given PDF [3]. The ML estimator for

p= V(K 4 1) exp(— K /2)

2
(K + DIo(K/2) + K11 (K/2)] 1)
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Fig. 1. IID case: Normalized asymptotic standard deviation of the twgo.

moment-based estimators which employ (1) and (3), respectively, togethdd- 2. 1ID case: Sample mean and the sample confidence region of the two

with the Cramer—Rao lower bound. —- - — Normalized asymptotic stand ment—baseq estimators which _employ (1) and (8)i¢ the number of iid
deviation of the estimator which uses (3) - - - - - Normalized asymptotis/c€ Samples in each of the 500 trials). —- Sample mean — - - Upper and lower
standard deviation of the estimator which uses (1) — Cramer—Rao low/gpits of the sample confidence region - - - - Reference line with slope 1

bound.

i i i in Fig. 2 versugk for both estimators, together with the sample
on the sample estimate pf an estimate ofC can be obtained ,nfigence region, defined k2 x (sample standard deviation
by solving the nonlinear equation in (1), numerically. Howevegs i) \where the sample standard deviatiodkbivas calculated
K can be expressed in terms-pExplicitly as according to \/500_1 220:01 Kf ~ (5001 25101 f(j)Q. The

K- V11—~ 3 sample confidence region defined here is useful for examining
IR ©) the variations of the estimators in termsiéfand V.

) o ) ) ) ~Itis known that for largeV, the bias and variance of a mo-
Equation (1) is given in [4] and (3) is reported in [7]-[9] iNment-pased estimator are both proportional t&7 [11]. This
different forms. Interestinglyy turns out to be a useful quantity;g why the bias and variance of both estimators in Fig. 2 de-
asitalso provides areliable and simple moment-based estimatQdsse agV increases. Also note that for any sample size in
for them parameter of Nakagami fading distribution, which i‘TEig. 2, the performance of thebased and the-based estima-

m = 1/7 [10]. i ) ) tors are almost the same over a broad rang€ whlues. Hence,
Let K represent an estimator which uses either (1) or (3), aQfm a practical point of view, both estimators perform similarly,

N denote the sample size. To compare the performance of {igereas the-based estimator is much easier to calculate.
two moment-based -estimators that rely upon (1) and (3), we

have numerically calculated the normalized asymptotic variance
of the two estimators (variance ¢fN(K — K) asN — o),
using [3, Theorem 8.16, p. 60]. These normalized asymptoticin practice, the adjacent signal samples can be highly corre-
variances are plotted in Fig. 1. The CRLB, which provides lated. To analyze the impact of correlated samples on the per-
lower bound on the variance of all possible estimators, is al&@mance of the:-based and the-based estimators, we again
plotted in Fig. 1 as a benchmark. As we expected,timsed used Monte Carlo simulation. Using the same simulation proce-
estimator shows better performance, as it takes advantage ofdbee as before and fa¥ = 1000, we generated 500 Rice-dis-
lower order moment#&[R] and E[R?] (see also the discussiontributed time series with the normalized Clarke’s correlation
in [10]). However, the performance degradation offhleased function [1], Jo(27 f,7), whereJy(.) is the zeroth-order Bessel
estimator, which employ£[R?] and E[R*], seems to be negli- function of the first kind, and; is the maximum Doppler fre-
gible for practical applications. In general, both estimators eguency. Fig. 3 shows the simulation results for two different mo-
hibit quite acceptable asymptotic performance as both are cldsie speeds (differenf,s), at a sampling rate of 243 Hz corre-
enough to the CRLB. sponding to samples taken from an 1S-136 system every 100
In order to study the effect of finite sample size omymbols. For both estimators, the correlation among samples,
the performance of the two estimators, we resorted tehich increases with decreasing the mobile speed, introduces a
Monte Carlo simulations. For any fixed( from the set positive bias which grows with(, and also broadens the sample
{0.5, 1, 1.5, ..., 19, 19.5, 20}, broad enough to cover theconfidence region (more variations in the estimates). Based on
practical range of for multipath propagation environmentsthe simulation results, we conclude that the two estimators still
with a LOS path [6], [8], and any fixedV from the set perform similarly even for correlated samples, and that the sam-
{100, 1000}, 500 sequences of iid samples of lengthwere ples should be chosen far apart to avoid the deleterious effects
generated. The sample meanof 500~ >

Ill. THE EFFECT OFCORRELATION

;iol K;, is plotted of correlation on the estimates.
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N=1000, v = 10 km/hr

N=1000, v = 80 km/hr

bound, slightly. The effect of finite sample size is also inves-
tigated via Monte Carlo simulation. Moreover, we have ana-
lyzed the impact of fading correlation on the performance of
the two estimators. Our results suggest that for low mobile speed
(small Doppler spread), which introduces significant correlation
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Z among signal samples, the estimators’ performance becomes
- . deteriorated due to the reduction in the number of indepen-
0 ® rice parameterk 0 0 * e pmameiark . dentsamples. In summary, the simpler estimator, which shows a

N=1000, v = 10 ki/hr N=1000, v = 80 knvhr good compromise between computational convenience and sta-

i i tistical efficiency, could be recommended for practical applica-
© 25 S .
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